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ABSTRACT

This thesis identifies the problems and trade-offs of a rpaltty VOIP conferencing system
implemented over the Internet and proposes approaches/éothese problems. The current
Internet is unreliable, and it degrades the conversatiguality of real-time multi-party
conferencing. Delay disparities may cause unbalancexcglperiods, and losses and jitters may
affect the intelligibility of speech segments received. 8ulect real Internet traces from the
PlanetLab and classify them into different categories ating to the traffic behavior. After
studying the conversational dynamics in the multi-partstesn, we identify user-observable
metrics that affect the perception of conversational dyalnd study their trade-offs. Based on the
dynamics and the Internet traces, we design the transmisgimlogy to reduce delay variations
and to avoid links with high losses and jitters. We proposs mncealment schemes for reducing
the packet drop rate and play-out scheduling algorithmgdoializing silence periods and smooth
jitters. We also discuss issues and solutions in a practicdti-party VoIP system design. We
compare the performance of our system and that of Skypei@ve8s5.0.214) using repeatable
experiments that simulate human participants and netwamiliions in a multi-party
conferencing scenario. Our limited, subjective tests stimtwe can improve the perceptual
quality when network connections are lossy and have lariggy digssparities. Because it is
impossible to conduct subjective tests under all possibhelitions, we have developed a classifier
that learns to select the best equalization algorithm usiaghing examples derived from
subjective tests under limited network and conversationatlitions. Experimental results show
that our classifier can consistently pick the best algorithith the highest subjective

conversational quality under unseen conditions.
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CHAPTER 1

INTRODUCTION

1.1 Motivations

The current Internet is unreliable and provides only b#fsttedelivery. For interactive
multimedia transmitted over the Internet, as in a Voice onrnet Protocol (MolP) system, jitters
and losses may degrade the intelligibility of the multineeddbntents, while latency incurred during
transmissions is directly related to the interactivitylR/wsers like a conversation that is
comparable to what they usually experience in face-to-facemunications. They care about
good speech signal quality and appropriate response tintexBen the VoIP performance is
suboptimal, different people may have a preference onrdifteaspects, depending on each
subjective evaluation. Existing objective metrics canust® each aspect separately; none of
those, however, is able to describe the combined subjdutivean perception.

A multi-party VolP system includes at least three users encibnference, so both the
conversational order and network condition are differeminfthose of two-party systems. Internet
traffic between any two users in the conference is not unifamd the diversity of network
patterns may influence listening quality. We are interestatesigning a multi-party VoIP
conferencing system that can provide the best user expetiéat a huge variety of conversational
order and Internet traffic combinations pose a potentidblpro for generalization. All these
considerations motivate us to investigate the design proldf the multi-party VoIP system and

issues of subjective evaluations.



1.2 Problems Studied

1.2.1 Conversational quality in VolP conferencing

\oice conversation is the most natural form of interpersopanmunication. In a conversation
of two or more participants, each person takes turns iningidris/her thoughts and listens to
others, and everyone perceives a silence duration (caliédal silenceor MS) in between turns
(speech segments

In a two-party face-to-face conversation, in which two jggpaints reside in the same physical
location, such as a meeting room, both clients have a comm@pective of the conversation and
experience approximately the same durations of mutualei€see Figure 1.1(a)). This gives
participants a sense of interactivity during the convérsat

However, when a two-party conversation is carried out ouegtevork, a speech packet from a
speaker may experience a latency before it arrives at adist@his is called thenouth-to-ear
delayor MED, as it describes a delay from the mouth of a speakeratedh of a listener. MED is
usually incurred at three places: the sender, the netwatktenreceiver. The mutual silences now
are perceived as alternating short and long silence dasabetween turns (Figure 1.1(a)). This
asymmetry is caused by the fact that after A speaks, thecsilpariod experienced by A is
governed by the time for A's speech to travel toBKD 4 ), the time for B to construct a
response (called tHauman response delaf B or HRD ), and the time for B’s response to travel
to A (MEDgp 4). In contrast, after A receives the response from B, thexstigoeriod experienced
before A speaks is only governed by his/BRERD 4.

As a VoIP user usually compares the conversation with at@ace communication, he/she
waits for the next speech segment in a pre-estimated tingerdhthe MS is longer than this
range, the listener may feel impatient and assume that ke person is not responding timely or
that the speech packets may have been dropped in the Int€émgasymmetry leads to a
degraded perception of interactivity in the two-party cengation. A larger MED causes a longer
MS and may reduce the satisfaction rate [1, 2] andcthreversational qualityf a VoIP listener.
Note that an excessively long MS can result in one clientiatato talk before the other client

completes. This can cause double-talks, leading to camiuend further degradation of
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interactivity and conversational quality.

The extension of a VoIP system from two-party to multi-pastyot straightforward, as the
perceived effects of delays in multi-party VolP is more ctem{Figure 1.1(b)). The network
latency is not uniform across the links sent from the sanenthnd shows a greater diversity (e.g.,
the intercontinental latency is usually much larger thaat ¢f an intracontinental link). As a
result, the speech uttered by one client can arrive at diffieclients with different delays. Unlike a
two-party conversation, where both participants takesworspeak, the order in which participants
speak is not predetermined in a multi-party conversatisrthere are multiple possibilities of who
is the speaker in the next turn. Hence, each client may expezidifferent mutual silences and a
different perspective from the other clients. Figure 1.@wshthe MS variations in a multi-party
VoIP conversation using Skypeoftware.

The dynamic, unreliable nature of the Internet may alsoati#gthe conversational quality of
VoIP users. Packets may be lost, either in isolation or iohz [3], and may experience sudden
delay increases (jitters [4, 5]). This behavior causes gigdio be unavailable at the receiver at
their scheduled play-out times, and has a direct impact @uiderstanding of speech contents.
We call it thelistening-only speech qualif. OSQ) [6], as it is solely related to the intelligibility of
speech heard (though a VolP user may lack a reference ofitfiralrspeeches) and does not
describe any issues of interactivity.

To smooth the irregular arrival of packets, receivers comisnemploy jitter buffers [7, 8, 9]
for storing received packets and play-out schedulers fyip) the speech signals. Loss
concealment [10, 11, 12] techniques are implemented toeedost speech frames. However, the
fraction of those frames that cannot be correctly receicatigdunconcealed frame rater
UCFR) depends on the buffering time at the receiver. A largeeiver buffer will increase MED
and reduce UCFR. Thus LOSQ is improved accordingly.

Note that degradations in LOSQ may also depend on the co@edmig VoIP system. A high
bit-rate codec tends to include more information of theioagspeeches than a low bit-rate codec
and thus provides clearer sound and improves LOSQ aftemitmdeng/decoding process. A

higher bit-rate codec is also more robust to losses, as dllysncludes more redundant bits that

1Skype is a trademark of Skype Technologies S.A. in LuxentpoURL: ht t p: / / www. skype. com
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Figure 1.2: MS variations from a multi-party VolP convergatusing Skype.

can facilitate the loss concealment at the codec level usittgniques such as linear prediction or
code-book reconstruction.

MS variations and LOSQ influence the conversational qualityolP users, but both aspects
cannot be improved simultaneously. A longer MED can impio@&Q, but it will also increase
MS at the same time. Their trade-off is shown in Figure 1.8, the intersection of the two curves
in the figure depicts the best operating point that can s&rikalance between MS and LOSQ. Note
that for different network and conversational conditiaih® curves and the best operating point to

achieve the optimal conversational quality are different.

1.2.2 Subjective and objective evaluations

Users evaluate conversational quality based on subjgotikeeption that is affected by the
tradeoff between MS and LOSQ. Several objective metricparposed to evaluate each aspect
separately. For example, PESEe(ceptual Evaluation of Speech Qualitkefined in ITU
P.862 [13]) is used to measure the LOSQ. We can also direahsore and record the MS

durations. However, none of these objective metrics b¥fitsm evaluate the combined effect that
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can describe human perceptions. Therefore, subjectitedes still needed to study the impact of
MS variations and LOSQ on conversational quality. Theresaxeral shortcomings for subjective
evaluations, however. First, it is nearly impossible to dbjsctive tests on-line, and they are
expensive if done off-line. Second, the results of subjedists may depend on the expertise of
VOIP users and are very difficult to repeat, even under theesamversational and network
conditions. Third, it is very hard to give a score to a singlaversation without providing a
reference of the subjective evaluations. Fourth, two dstmay bencomparablebecause of the
trade-offs between MS and LOSQ and the fact that differeaplgemay have different
preferences. Hence, subjective evaluations are used fifigeto guide the system designs, and
only objective metrics can be run on-line.

Based on the study of off-line subjective evaluations arjdailtye metrics that are computed
on-line, a good design of a multi-party VolP system shoulélble to dynamically find the best
operating point that can achieve the optimal conversatigmality and adjust its MEDs using
control algorithms. However, because there are a large auoflmetwork and conversational
conditions, a VoIP system may meet an unseen conditionnen-Given this problem, a good
model is to learn the trade-offs among the objective methasaffect the subjective quality and

generalize the results to unseen situations.



1.2.3 A study of MS variations on conversational quality

The impact of LOSQ on conversational quality is easy to ustdad, and there are numerous
studies related to it [6, 13, 14]. In this section, we studly dine impact of MS variations on
conversational quality. There are several previous ssudiated to the effect of MED on
listeners [1, 2, 15]. However, none of these studies takesaiccount the loss effect and MS
variations, and none is conducted in a multi-party conferenscenario.

In our study, we construct multiple real multi-party comfieces using the same set of speech
segments. In each conference, the silence durations bhetivespeech segments are carefully
selected so that all conference outputs in the experiment shvariety of MS ranges. We ask nine
people to compare any of the two conference outputs anddge@/preference. We assume no
losses in our study in order to reduce the LOSQ effects ondheersational quality. The results
are shown in Table 1.1.

Table 1.1 shows that people have a preference for small M&tians (ratios of the maximum
MS over the minimum in the test). We can conclude from theysardl the user experiences of

multi-party VolP conferences that MS variations may leathtee potential problems.

1. Each listener will have a slightly different perceptidritte same conversation in a
conference call. This may cause double-talks, when moredha persons start speaking at

the same time and the listeners perceive the double-talifatesht points in time.

2. From a listener’s perspective, there is asymmetry initbace durations in between
different speakers’ speeches. This means that some spaakgrappear to be more distant

than others, or some respond slower than others.

3. When the same speech is delivered at different qualityffiereint listeners, it is possible that
one listener cannot understand an utterance and requesighker to repeat it. This leads to

significant inefficiency to all participants.

Note that there are no incomparable results in the studgusecof the no loss assumption.
This study provides a direct guideline to our multi-partyR/@ystem design. We need to

design a play-out scheduling (POS) algorithm that can epittie variations of MS while



Table 1.1: A study of MS variations on conversational gyalit

mazMS/minMS 1.00 1.25 1.50 1.75 2.00 2.25
1.00 0,90  (1,7.1) (7200 (900 (9,00 (9,00
1.25 17,1) (180 (1,7.1) (630 (810 (9,00
1.50 027 @171 @171 (261 (540 (810
1.75 (0,09  (036) (162 (081 (162 (540
2.00 (0,09 (018 (045 (261 (1,800 (1,62
2.25 (0,09 (009 (018 (045 (261 (1,71

Note: the MS variations are described as the maximum ovemihénum. Results are
presented in terms of the number of respondents in (bether, tibout the same as, worse
than). Nine people were invited to participate in the test.

guaranteeing LOSQ. A topology also needs to be carefulcsad in order to reduce the diversity

of MEDs and consequently jitters and losses.

1.2.4 Problem statement

The goal of this study is to design a multi-party VolP confeiag system that can achieve
better subjective conversational quality with reduced MB8ations and improved LOSQ and be
consistent across time and participants. We study the ceetvenal dynamics and investigate the
trade-offs among various components of network controbsws that cover transmission
topology, loss concealment, and play-out scheduling ilP\Manferencing. We develop an
automated learning model that can be generalized to unsesersational and network conditions
and can select the best learned algorithms at run time. Weatgaand verify the performance of
our system and learning model using speech outputs from ali-party conferencing prototype

and under different network and conversational conditions

1.3 Our Approaches

The following procedures illustrate our approaches ofiaglthe problems of multi-party

\oIP conference.

1. We collect Internet traces from Planetl%study the traffic behavior, and classify the traces

2pPlanetLab - An open platform for developing, deploying, @edessing planetary-scale services. URLt p:
[ I ww. pl anet - | ab. org/ .



into different categories so that repeatable experimaaride conducted and analyzed in

each category.

2. We discuss the multi-party conversational dynamics dadtify user-observable objective
and subjective metrics that affect conversational qualibe objective metrics can capture
the effects of MS variations and LOSQ. The subjective capaits can describe the human
subjective perception of VoIP conferencing. We study thpdats, interrelations, and

trade-offs among these metrics.

3. We present a detailed design of the multi-party VolP sgst®&pecial focus is given to the
design of the transmission topology and the play-out sdivegilacheme. Our proposed
topology minimizes the network latency diversity so that M8iations can be reduced. It
also avoids paths with high jitters and losses, using nétwaffic data collected in real
time. Our play-out scheduling algorithms are designed t@akzg the silence periods and
smooth the jitters effectively. We also implement a Visualgtsion of the multi-party VolP

system under Microsoft Windows so that practical issuesbeasnalyzed and solved.

4. We develop an automated learning model that can find a mgb@m objective metrics to
subjective test results. It is generated from learning gtasnderived from subjective tests
under different network and conversational conditions.eByploying the mappings at run
time, this classifier can dynamically select the best amengral play-out scheduling

algorithms that can achieve good conversational qualin einder unseen conditions.

5. We verify our VoIP system using traces collected undeouarconditions. We also compare
our system with Skype. The resulting speech output and stilgeests are used to generate
the classifier. We test the prediction accuracy of the legrmodel using unseen network

and conversational conditions.

1.4 Contribution of Our Work

The contribution of our work is twofold. First, we proposeuagi-optimal transmission

topology that can reduce latency diversity and MS variatiand avoid links with high jitters and



losses. The topology determination is based on probed mnletvadfic. A novel play-out
scheduling scheme is also presented that can equalizessipemiods between two speech turns
and can smooth jitters effectively. Second, we proposesaifiar that can learn to choose the best

play-out scheduling algorithm at run time dynamically.

1.5 Thesis Outline

Chapter 2 presents a complete study of previous related thatlhas been done on
conversational quality, multi-party VoIP system desigd &mternet speech codecs. Skype’s
commercial VoIP conferencing for multi-party clients is@ktudied. Chapter 3 analyzes the
Internet traffic patterns in terms of delays, jitters andgéss Chapter 4 identifies user-observable
metrics that affect the perception of conversational ¢galnd studies their trade-offs. Based on
these metrics, we propose new transmission topology, mssealment, and play-out scheduling
schemes. Implementation issues for practical systemssgessed. A classifier that can learn to
select the best equalization algorithm is also proposedpt@h 5 discusses the experiment setup

and results. Chapter 6 summarizes the work of this thesis.
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CHAPTER 2

RELATED STUDY

This chapter surveys the standard metrics and related studgnversational quality. Their
applications and limitations are analyzed. Different teghes for the core components of a VoIP
design are also illustrated and compared. At the end of ehape present a complete study of

Skype, a popular VoIP system that supports both two-pardynamlti-party communications.

2.1 Related Study on Evaluating Conversational Quality

There have been several studies and standard metricadreddtee conversational quality of a
VoIP system. We briefly illustrate these studies and staisdand discuss their pros and cons in

this section.

2.1.1 Effects of delays on conversational quality

Kiatawaki and Itoh at Nippon Telegraph and Telephone Ceatpmn (NTT) [15] studied the
pure delay effect on speech quality, and their results stidieg one-way delays are detectable and
influence listeners subjective assessment. Their studies based on the transmissions of signals
over a telephone switched network, where delay variatiom®wmall and no losses assumed.

Brady [2] and Richards [1] conducted several subjectivéuanimns of delay effects on
satellite communication and concluded that longer delaygdcdecrease the satisfaction rate and
increase the likelihood of double-talks. However, theyydabkted on several constant delays in
their study; thus, their results could not be directly agglio the VolP system, where there are
frequent losses and delay variations.

ITU G.114 [16] prescribes that in a two-party conversatmione-way delay of less than 150

msec is desirable and a delay of more than 400 msec is unabé=piiowever, the standard does
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not prescribe any multi-party conversation scenario.

All these studies are related to the pure delay effect. Witkkonsidering the loss effect on the
speech quality and the trade-offs between loss and delesgves, it is difficult to evaluate the
conversational quality over VoIP. Hence, in our study, wenbime the loss effects with delays and

study their interactions and trade-offs on VoIP confenegajuality.

2.1.2 Subjective standard measures

ITU P.800 [17] and P.800.1 [18] prescribe subjective messthiat can evaluate the speech
quality when using a VoIP system. These measures can plyrbardivided into two categories:
absolute category ratinACR) andcomparative category ratinfCCR).

In ACR, users are asked to give assessment of VoIP quality, iy 8, 4, 5) corresponding to
(Bad, Poor, Fair, Good Excellenj based on their subjective perceptions, and the final rgnkin
based on the average of all the scores calledrtban opinion scoreMOS). Three different

situations where ACR can be applied have to distinguished:

1. Listening only situationNIOSt,qs): MOS scoring is applied to a listening-only situation.
2. Conversational situatioMOScqs): MOS scoring is applied to a conversational situation.

3. Talking only situation¥IOSTqs): MOS scoring is applied to the quality of a phone call

only as perceived by the talking party.

In CCR, users are asked to compare the quality between tvpaoioat (—3, —2, —1, 0, 1, 2, 3)
corresponding toNluch WorseWorse Slightly WorseAbout the SameSlightly Bettey Better,

Much Bette}, and the final ranking is also based on the average of thesesscalled the
comparative mean opinion scof€MOS). Only a listening situation is defined in the ITU P.800
standard.

Because there are trade-offs between LOSQ and delay onrsatie@al quality, sometimes
two conversations atiecomparablebecause different people may focus on different ones of the
two aspects and evaluate the conversations solely baségiopteferences. Also, it is difficult to
assess a conversation using a grade in ACR without a statiterdefines assessment guidelines

because of the trade-offs.
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The pros of subjective metrics are that they can better teflrs’ preferences. The cons are
that subjective assessments cannot be conducted at ruratiché is very costly to conduct
subjective ratings off-line. The results are sometimey ard to repeat, even for the same
network and conversational situations. The results aceadfected by the level of expertise of the
users.

Because subjective measures can best describe user expsred a multi-party VolP
conferencing system, we conduct subjective tests in odysualuating conversational quality.
However, because of the limitations of subjective measdisezissed, we need to combine them
with other types of metrics (say, objective counterpartd)nal ways to use other metrics to model

subjective metrics in our research.

2.1.3 Objective standard measures

ITU P.862 [13] prescribes an objective measure cglexdeptual evaluation of speech quality
(PESQ), which can evaluate LOSQ of a degraded speech frathengference to the original
frame. Its value is highly correlated to subjective MOS assent and can be transformed to
MOSt,qo using a mapping equation (Eq. (2.1)) defined in ITU P.8629]. [The maximum value
of PESQ is 4.5 instead of 5 as defined in MOS. This is reasotedalause people usually tend to

be cautious when grading a speech output.

4.999 — 0.999
+ ¢~ 14945 PESQ+4.6607

MOSqo = 0.999 + - (2.1)

PESQ can be evaluated only off-line, because it requiresrigaal speech frames as
references. Also PESQ does not consider any delay effeitthae to be used to evaluate VoIP
conversational quality in conjunction with other objeetmeasures.

The E-model (ITU G.107 [20]) is designed to use a linear m@dgl (2.2)) to estimate
conversational quality. The primary output is a scalar ityablled theTransmission Rating Factor
(R), which can also be transformed into MOS using a mappingtioncThe model considers
several factors affecting conversational quality, inalgdthe basic signal-to-noise rati&(); all
impairments that happen simultaneously with voices, ssajuantization noise and too-loud

speech levell;); impairments due to delay and echo effedig;(impairments due to low bit-rate
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codecs and losses$.(.r); and anadvantage factothat can compensate for the impairmems. (

R=Ry—Iy—Ig— g+ A (2.2)

Some studies have tried to utilize the E-model for improvimg \VoIP quality [21, 22].
However, the E-model oversimplifies the problem by assunmdgpendence and simple additivity
of various factors. Because of the trade-offs between dedag LOSQ, this independence may not
stand and their combined effects cannot be linearly addedddyidual ones. Therefore, it is
difficult to use this model for evaluating the conversatianaality in a real-time VoIP system.

The pros of the objective metrics are that most of them (exX&$Q) can be extracted and
evaluated at run time and can lead to repeatable resultscaftseare that each objective metric can
evaluate solely an individual factor and cannot capturectmbined, complex trade-offs under all
network and conversational conditions.

ITU-T Study Group 12 [23] has recognized the lack of metriet tapture the trade-offs
between LOSQ and delays and is working on defining new mdtianeasuring conversational
quality under delays. The group proposed an updated veo$ithe E-model in the 2005-2008
study period, but it had not been released by the time we &dishis thesis. As of the 2009-2012
study period, the group is trying to apply the E-model to VglRility monitoring and to reflect the
influences of pure delays on interactivity. They are alsokingy on proposing a model for
objective conversational voice quality assessment, amavtdtk is expected to be finished by 2011.
However, we are not sure whether their metrics will lead tp@seful results that can help design
a VoIP conferencing system.

In our study, we extract objective metrics for differentttas that may influence
conversational quality both on-line and off-line. By comibig these metrics with subjective
counterparts, we can study the effects of objective factotiser separately or as a whole, on
subjective assessments. Based on the results, we canpleeeliwol algorithms to enhance each

objective aspect and improve final subjective evaluations.
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2.2 Related Study on VoIP System Design

The design of a multi-party VolP conferencing system inekithe determination of the
conferencing topology, a choice of the proper jitter buéfed play-out scheduling algorithm to
smooth jitters, loss concealment techniques for droppeetté recovery, and selecting an
appropriate Internet speech codec. In this section, weisisand analyze previous studies of each

component.

2.2.1 Topology design

The determination of a conferencing topology is a key conepbf multi-party VoIP system
design. There are several factors that have to be considachading the CPU and network

bandwidth usage of each client, as well as end-to-end delayden any two clients.

Decentralized topology

A decentralizedscheme [24] requires each client to send packets to evéendis either
directly via uni-casts or via multi-casts if supported bg tinderlying network. The most common
architecture is a full-mesh topology (Figure 2.1), whereheaf the N speaking clients sends its
data to each of thé/ — 1 listening clients via uni-casts. Although theaximum end-to-end delay
(MEZ2ED) is the shortest in this topology, the scheme may lttdoecked at a client (in terms of
both CPU usage and network conditions), especially whenuhgber of clients is large. Each

client maintainsV/ — 1 jitter buffers and decodergy(¢) of which are active at time.

Centralized topology

In a centralizedscheme [25], shown in Figure 2.2, all the clients commueieéth one of the
VOIP clients, called theentral hostthrough which all speech packets are relayed. The number of
clients in the centralized scheme has to be limited, bechiséopology will cause tremendous
CPU and bandwidth burdens on the central host. Degradatics®eech quality can be propagated
to all clients in the conference if the network conditionte tentral host is poor. Another
disadvantage is that ME2ED in the topology can be very ldrteicentral host is not selected

appropriately. For example, assume that there are fivetslierthe conference, of which the
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central host is in India and the rest are in the United Stdtks.latencies between India and the
United States can be as large as 400 msec, whereas thedatanudbng the clients in the United
States are less than 50 msec. Huge ME2ED can increase thenagynin the multi-party

conversation and MS variations.

Overlay network

Figure 2.3 shows aaverlay networl26, 27, 28]. Each speaking client communicates with the
nearest node in the overlay network, whereas nodes in thitagueetwork (callecharent nodes
send packets to each other using either uni-casts or nadtscThe burdens on the parent nodes
are significantly reduced as compared to a centralized agypbecause the number of parent
nodes is now determined by in the conference. All the other nodes in this topology alkeda
child nodes There have been several studies on overlay network desigtisin general and in
the context of VOIP conferencing applications [24, 29]ngsilifferent optimization criteria.
However, in [24], the authors only compare the pros and cbssweral topologies and do not
provide a method for determining the best overlay netwank[29], the paper combines the losses
into latencies, but their assumption and derivation aredas the retransmission of lost packets,
which is impossible in time-sensitive VoIP systems. Neiith@es the paper consider the diversity
of MEDs and the effects on MS variations. Hence, in desigainmgw overlay network, reducing

MED diversities will be the top priority in the topology dgsi.

Topology with dedicated servers

As the name suggests, this topology (Figure 2.4) [30] engpdmyne dedicated servers as
gateways to transmit packets. There have been severatstudisenting different communication
strategies among these dedicated servers, as well as tmeuwooations among the clients sharing
the same dedicated server for reducing the bandwidth burdenpro of using dedicated servers is
that the number of clients each dedicated server suppartbecsgery large. The cons are that (1) it
will create additional costs running a VoIP system; (2) tedidated servers may not be flexibly
and optimally located if clients in the conference are statt geographically; (3) if a dedicated

server fails, the whole multi-party conference systensfail
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Figure 2.4: A topology with a dedicated server.

We do not want to utilize additional dedicated servers ingtudy. Hence, the overlay network
becomes our top choice on account of its flexibility. When wsigh a new overlay network, we
consider a topology that can minimize MS variations, redittes and loss probability, and limit

the network and CPU burden on the parent nodes.

2.2.2 Jitter buffer and play-out scheduling

In order to smooth the irregular arrivals of packets, playscheduling with a proper jitter
control algorithm has to be used in a VoIP system design. erhave been many studies related to

this topic for a two-party VoIP system, which can broadly bed#d into three categories.

Non-adaptive play-out scheduling

In this simple algorithm [31], each VoIP client sends prappackets to each VolIP client
participating in the multi-party conversations during #stablishment of a call (e.g., first 3
seconds). Each client then calculates the neraito-end delayEED) of packets received from
each other client. During the entire call, each client pligsreceived packets from a particular

speaker by maintaining the MED afsending periods more than the initially calculated network
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delay that corresponds to the current speaker.

MED = EED + a * Tperiod (2.3)

If all VoIP clients are within a local area and there are sel@dmy jitters between two nodes,
this algorithm is perfect in terms of simplicity and praefity. However, for clients scattered
throughout the world, jitters are more likely to exist. A fikigter buffer size cannot adapt to large
variations of delays and jitter sizes.dfis set to be too small, packets may arrive after their
scheduled play-out time. On the contrarygifs very large, each VoIP user may have to wait a
long time before he receives the utterance, which will déijrade the perceptual listening speech

quality.

Adaptive play-out scheduling

Since network delay conditions can change during a callgary VolP systems commonly
employ adaptive play-out scheduling schemes [32, 33, 34jorAmonly used approach is to
collect previous network delay statistics to decide on tHelMitherefore, it is also called
histogram-based adaptive play-out scheduling.

In multi-party applications, a simple extension of this ggeh is to collect statistics at each
client with regard to packets sent from each of the speaketst’ be the CDF of the network
delay between a speaker-listener pair in the past 10 sechitttl3 can be calculated from the

history window:

MED = F(8) 4+ a * Tperiod (2.4)

We have evaluated differept, and our results showed that= 0.98 could best fit the dynamic
network conditions if we used the 10-second history window.
Note that in a real situation, the jitter buffer size has t@abgisted during a silence period, not

within a talk spurt, in order to reduce the distortion of sggesegments.
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Time scale modification (TSM)

The primary purpose of the TSM scheme [35, 36] is to furtherease or decrease the jitter
buffer size without changing the MED. The technique strescbr compresses speech frames,
while its pitch period remains unchanged; therefore, itinex$ additional computational resources.
The speech frames that TSM changes are usually located amhéeginning and the end of a
speech segment, and the number of these frames cannot Hargeryusually the first and last
four speech frames according to the paper) to reduce listeperception annoyance. Therefore, it

has small effects on the jitter buffer size and LOSQ.

Based on our discussions above, we implement adaptiveguigeheduling in our design
because of its effectiveness in dynamic network condititms& multi-party VolP system,
however, the goal of minimizing the MED for each individualtip may not be so crucial as in a
two-party system, because the overall MED is governed bypthieneck path with the largest
delay and jitter size. Instead, MS variations plays a keg mokhe design. If play-out scheduling is
conducted non-cooperatively at each client, MS variatioay not be reduced to a large extent.
Hence, we consider appropriate cooperative techniquegristady so that not only can MS

variations be reduced, but jitters can also be effectivelipathed.

2.2.3 Loss concealment

There exists a number of techniques to conceal losses aveetivork. Basically, all methods
can be divided into two categories: sender-based and erdedsed. Note that almost all
sender-based schemes require a matching process at thveresethey are also called
sender-receiver-based schemes. Figures 2.5 and 2.6 simmsrat techniques in these two
categories.

The sender-receiver-based schemes include four types.

1. RetransmissionThis technique is commonly employed in TCP [37] transmoissiThe
receiver asks a sender to resend a lost packet. Now MED iastttleree times the one-way
delayTrrp plus the buffering time, because it takes dng:p to find a lost packet, one for

the receiver to inform the sender, and another for retrasson. Given the time-sensitive
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nature, it is impossible to employ this technique in a reakt\VoIP system.

2. Non-redundancy-based his scheme commonly does interleaving [38, 39] at the essnd
and the receiver needs to reconstruct the packets fromtitrdeiaved frames. It exploits the
fact that shorter distortions are less likely to be perakivg listeners. Therefore, if a packet
is lost, the missing subframes in this packet are not cotisecand, thus, improve listeners’
perception. Strictly speaking, this is actually not a lossaealment technique, because it
does not recover losses. This scheme will also incur a délagepacket-sending period

before the receiver can reconstruct the interleaved packet

3. Redundancy-based (for partial protectigd, 41, 42]. In [41] and [42], layered coding is
employed to divide a speech frame into several layers aitgptd the significance of the
information, and uses more bits to encode the more impoldgats. This scheme requires

additional computation resources and will possibly disttee original speech frames.

4. Redundancy-based (for full protectiody, 43, 44, 45]. [43] and [44] use forward error
correction (FEC), which adds redundant information fookering losses at the receiver.
Another method [14], called piggy-backing, attaches mresiframes in the current packet,
so that the receiver can conceal a lost frame. It has beetogexkbecause the network
bandwidth nowadays is becoming increasingly larger, aadihrate of speech packets is no
longer a bottleneck. Piggy-backing (Figure 2.7) is ease#dize at the transport layer, does
not require any computational resources, and can provistedorlity without the need to
distort the original frames. Therefore, it is commonly used for loss concealment at the
transport layer in a VoIP system. We use several traces toaedts effectiveness. In a
trace whose loss rate is up to 17%, a piggy-backing schemearareal losses and lead to a
loss rate at the receiver of only 6% for two-way piggy-bagki@% for three-way, and 2%

for four-way.

The receiver-based schemes can primarily be divided inbocttegories.

1. Sample-basedn a sample-based scheme, the receiver conceals lossesittitle need for

codec supports. Losses can be concealed usgggtiontechniques, which insert silence or
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comfort noise frames [46] to replace the original frame. previous and the next frames
that are correctly received can also be used as a replacéitént osses can also be
recovered bynterpolationtechniques, which employ waveform substitution [48], ordi

scale modification [35, 36].

2. Model-basedThis scheme employs codec parameters for repetition [49] or
interpolation [50]. Usually model-based schemes provelteb quality than sample-based

concealments.

All receiver-based schemes are used in codec-level loseatments, because such
concealment requires information of the decoded speeofeaFor packet-level loss
concealment, we use the piggy-backing scheme, becausedifeattiveness, shown from our
analysis above. The issue of using this scheme now becomeetermination of the
piggy-backing degree. This determination is based on thkgbaize transmitted over the Internet

and the frame rate of the Internet speech codec, as is déstirsghe following section.

2.3 Internet Speech Codec

The choice of speech codecs is an important part in the desigmulti-party VolP
conferencing system. Because of the unreliable naturetefret traffic behavior, a good speech
codec should adapt to dynamic network conditions and betalskcover the original waveforms
with good quality, even under lossy Internet situations.oddyspeech codec should also compress
speech at a reasonable bit rate so as to save bandwidth,tlibéhsender and the receiver.

Over the years, many speech codecs have been proposed Tl and IETF [52]
standards. Some of these standards, such as G.711 [53] @26 [54], achieve good MOS at the
expense of high bit rate (64 kbps for A-law and u-law in G.7&d ap to 32 kbps for G.726).

Other standards, such as G.723.1 [55], requires only a \arpw bandwidth (5.3 - 6.3 kbps).
These codecs were developed 10 years ago, when Internetidéimdesources were precious. In
recent years, they have gradually become obsolete in taengttcommunity, because the network

bandwidth is no longer a critical issue.
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Retransmission [37]
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Figure 2.5: Sender-receiver-based loss concealments.

Silence substitution [46]

<

Insertio”\ Comfort noise substitution [46]
Sample-bas&d Packet repitition [47]

) / Waveform substitution [48]
Receiver—-based ;

Interpolatio
loss concealme . .
Time scale modification [35, 36]

Model-base Replication of code parameter [49]

Interpolation of code parameter [50]

Figure 2.6: Receiver-based loss concealments.

Three-way Piggy-backing

Figure 2.7: A 3-way piggy-backing algorithm for concealingses.
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In this section, we compare four popular speech codecs tbatidely used in the current
VoIP market. They are ITU G.729 [56] and ITU G.722.2 [57], tREF Internet Low Bit-rate
Codec (iLBC) [58] and Internet Speech Audio Codec (iISAC)][%@d the free codec for free

speech, Speex [60].

2.3.1 Open-source and proprietary codecs

G.729, iLBC, and Speex are open-source codecs. They aroftsers who are simply using
them for educational or research purposes. G.722.2 is aiptaqy codec and provides only its
encoder and decoder interface for users’ testing. G.7Z22x2, iLBC, and Speex all have
published user manuals. So far, we have had no access touttve ©mde, interface, or user

manual of iISAC.

2.3.2 Narrow-band and wide-band codecs

A narrow-band codec can usually encode sound whose fremserange from 200 Hz to 3400
Hz, and a wide-band codec can encode sound ranging from 560 F300D Hz. The
Nyquist-Shannon theorem prescribes that the minimum sagqte (f) is two times the

bandwidth (8) of band-limited signal to avoid aliasing, as shown below:

fs>2-B (2.5)

Therefore, a narrow-band codec can use a sampling rate 6fl89@nd a wide-band codec
must use a rate of 16,000 Hz. Because of this difference, e-tadthd codec requires a higher bit
rate (bandwidth) if the compression ratio is the same. ltilisowerwhelmingly preferred over a
narrow-band codec because it can provide clearer sounceagsdlistortion.

G.729 and iLBC are narrow-band codecs, while G.722.2, iS#(d, Speex are wide-band

codecs. Moreover, Speex can support a sample rate of upGOBRIz.

2.3.3 Packetization and frame rate

G.729 uses a fixed bit rate of 8 kbps and a frame size of 10 m8&duy(és). iLBC has two

options to select according to the network condition (15.233 kbps), and a frame size of 20
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msec (38 bytes) or 30 msec (50 bytes) accordingly. Both GZ7&2d iISAC use adaptive bit rate
for encoding and decoding. The bit rate of G.722.2 rangen id kbps to 23.85 kbps and its
frame size is 20 msec (16-61 bytes), while the rate of iISA@Qearirom 10 kbps to 32 kbps and its
frame size is 360 msec (38-120 bytes). Speex uses a larger bit rate thasdram 4.4 kbps to 44
kbps, and a frame size of 20 msec (11-110 bytes). Becauseaptivedbit rate can dynamically
adjust to diverse network conditions and bandwidth, it efgmred over a fixed bit rate.

As we need to add redundant information for loss concealmutetie packet level, each speech
packet should be below the Maximum Transmission Unit (MT&Jas not be fragmented. ITU
defines that the MTU in the Internet should be at least 576stigtelPv4 (normally 1500 bytes for
a broadband network) and 1280 bytes for IPv6. All five coderssatisfy this requirement, even

for some degrees of piggy-backing.

2.3.4 Speech coding

G.729 and G.722.2 use algebraic code-excited linear pgredi(ACELP) for speech coding.
Both utilize a fixed code-book (algebraic code-book), arptida code-book, and a synthesis filter
to complete the encoding. G.729 and G.722.2 require a 5-lnekeahead of the next frame for
coding the current frame. Because the original speech waweb reconstructed by filtering the
excitation signal through the linear prediction synthdi#ier, a missing frame at the receiver may
affect the overall decoder state.

iLBC, however, encodes each frame independently. It dsval&ame into 6/4 subframes
(30/20 msec, each 40 samples) and does linear predicticatdr subframe. iLBC finds two
subframes with the highest energy from the LP residues, vesiihe first or the last (depending on
which energy is lower) 23/22 samples (30/20 msec), and &tle@ remaining 57/58 samples as
the initial state of the adaptive code-book. Because thangatate is solely determined by an
individual frame, a missing frame at the receiver has litdpact on the overall decoder state.

Speex has a 10-msec look-ahead for a narrow-band codec @chaet look-ahead for
wide-band version. We do not yet know how iSAC codes the $pBrame, as there is no detailed

documentation for this codec.
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2.3.5 Loss concealment schemes in codecs

Because Internet speech packets are prone to loss, lossatments should also be done at the
codec level.

In G.729, the replacement excitation depends on the perigdif the last reconstructed frame.
If the last frame is classified as periodic, the current frasredso considered to be periodic and the
adaptive code-book is used. If it is nonperiodic, the curfiemme is also nonperiodic and only the
fixed code-book is used by randomly selecting a code-boakxiathd a sign index. The random

function is:

seed = seed - 31821 4 13849 (2.6)

The initial value ofseed is 21,845.

IniLBC, the replacement frame is generated from the pitaiesronous repetition of the
excitation signal filtered by the last linear predictiondiiltFor several consecutive lost frames, its
result will lead to a dampened speech.

For G.722.2, a special bit in the frame should be set to ineiBaX_TYPE to be
SPEECHBAD or RX_SPEECHLOST. However, according to G.722.2 Appendix | [61], it will
possibly lead to an unpleasant noise effect. A better wayisgilace or interpolate previous
correctly received speech frames.

According to Speex and iSAC, both codecs have the loss clmeaamechanism at the codec

level. We do not know the detailed implementations, though.

2.3.6 Overall considerations

To achieve the best perceptual quality, different facteesdito be evaluated and balanced. The
wide-band codecs G.722.2, iISAC, and Speex are preferrechav®w-band as they can provide
much clearer sound. For speech coding, iLBC and iISAC arepesf because they encode each
frame individually without any look ahead. We have also danainofficial survey of the
performance of G.722.2, ISAC, and Speex output at diffeles# rates using PESQ, and our

results show that under a loss rate of less than 6%, the PERR@edces for most speech segments
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are less than 0.1-0.2, which can be hardly differentiatégestively. Moreover, Speex also offers
a free preprocessing library, which can provide speechrer@ment, automatic gain control, and
echo cancellation mechanisms. Balancing different tigftie-we chose to use Speex in our study

and software.

2.4 A Study of the Skype Multi-Party VolP Conferencing Systen

There are several existing commercial multi-party VolPfeoencing systems on the current
commercial market. Several companies, like Vodafone,igeoservices through proprietary
network and require specific hardware support. Althougiptioprietary network can provide
more reliable voice transmission than the public Intertiet,hardware limitations and high
expenses restrict its popularity. The Luxembourg-basedpamy Skype and the China-based
company Q, however, allow users to conduct a multi-party VolP confegethrough the public
Internet, and the cost of using their software is free. Hetiey have won large popularity in the

current VoIP market. In this section, we analyze the perforoe of Skype in multiple aspects.

2.4.1 Speech codecs and packetization

Skype employs iSAC, developed by GIPS, as its Internet $peedec. Its maximum speech
frame size (corresponding to 60 msec) is no larger than 12&byhe codec encodes a frame
without look-ahead; therefore, the effect of a lost framk mat propagate to other correctly
received frames.

Our study shows that Skype adopts four framing options irtirpalty conferencing: 60 ms,
45 ms, 30 ms, and 15 ms, with payloads of 246-255 hytes, 196sy@s, 136—170 bytes, and
96-110 bytes respectively. Our measurements indicatevithain the network has low loss and
low jitters (regardless of delays), all nodes progresgiietrease from an initial period of around
60 ms and 32 kbps to around a 15-ms period and 50 kbps. Fuster,node adaptively adjusts its
rate according to the network condition. For instance, & ohthe links has higher jitter, then its

packet period may stay at 30 ms.

1QQ is a trademark of Tencent Corporation in China. URLt p: / / www. g. com
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Skype uses an asymmetic topology in its conference. In EigL8, the links between A and D
are high-jitter, low-loss traces. We find that Skype sends38c packets between A and D, and
15-msec packets in all the other low-jitter, low-loss links

Our study also indicates that the clients in Skype empl@nsi suppression and send silence

packets of around 16-21 bytes every 50 ms, as shown in Figdire 2

2.4.2 Topology

In Skype, the central host receives and decodes all the ingodDP speech streams from
other clients, mixes them with its own stream, and re-ensdle waveform to be sent to the
clients in the conference. This is evidenced by our obsienvdlhat, under no loss and jitter, the
packet size and packet rate to each client are not incredsed the number of simultaneous
speakers is increased as shown in Figure 2.10. Another itewidence is that the central host is
generally more loaded than the other clients. The centistl dxcludes the speech waveforms of
one particular client from the mixed streams destined ®dhént; hence the central host has to do
different mixing for all the clients.

Because of the CPU burden and the bandwidth limitation orcénéral client, the total number
of clients in the conference cannot exceed 9 in Skype. Thersys not flexible, because the client
who starts the conference acts as the central host. The ptmork conditions at the central host

and diversity of MED will likely degrade the conversatiompiality of a multi-party conference.

2.4.3 Jitter buffer and play-out scheduling

We were not able to identify the POS algorithm used in Skymabse its voice packets are
encrypted and the source codes of the clients are not alailBbt we have noticed that under
high jitter, Skype gradually increases the sending pemnaahi effort to reduce network

congestions. Meanwhile, it also doubles its packet sizéaoldsses can be concealed.

2.4.4 Loss concealment

We consider two situations to measure the loss concealmé&kyipe. In Figure 2.11, packets

sent from D to A experience high losses, and the packet padize from D to A (central host)
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Figure 2.8: Skype: four nodes speaking simultaneouslyk Bin-D: high-jitter, low-loss; all other
links are low-loss, low-jitter traces.
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Figure 2.9: Skype: only B speaking. All links are low-losstjitter traces.
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Figure 2.10: Skype: four nodes speaking simultaneouslylirds are low-loss, low-jitter traces.
The numbers show the average packet length (bytes) anchgerade (millisecond per packet).

29



Silence

16-21 bytes 50 ms

96-110 bytes 15 ms

96-110 bytes 15 ms

Voice

96-110 bytes 15 ms

)

200-220 bytes 15 ms

C
Voice

Figure 2.11: Loss concealment in Skype. Case 1. A,C,D spgadimultaneously. Link B-A:

96-110 bytes 15 ms

high-loss, low-jitter. All other links are low-loss, lovitter traces.
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Figure 2.12: Loss concealment in Skype. Case 2: Only D spgaliink A—D: high-loss, low-
jitter. All other links are low-loss, low-jitter traces.

doubles (regardless of the average delay). But A still spadgets of the normal size to all the
non-central nodes, including D. We can postulate from thdopa size changes that only one-way
redundancy is applied on the packets sent, and we conclatiththcentral host does the loss
concealment before it sends the processed voices, on tisedbéise changes of payload size of its
incoming and outgoing packets. In Figure 2.12, only D speakd high losses exist from A to D.
Our experiment shows that Skype does the piggy-backingimisoncentral clients. For both
conditions, the packet sending rate does not change. ASigqpts the centralized approach, it
will introduce an additional delay of at least one sendingqguokat the central host. Because of the

dynamic network conditions, using only one-way redundamey be too conservative.
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2.5 Summary

In this chapter, we have presented a complete survey oérlabrk on multi-party VolP
conferencing systems. We have discussed various studiestamdard measures by focusing on
the conversational quality, and we have analyzed theitditioins when dealing with trade-offs
between LOSQ and delays. We have also provided an all-aranalgsis of different schemes
used in multi-party VolP designs and their pros and consr Faarnet speech codecs have been
compared, as the speech codec is one of the key factorsiadfécdSQ. At the end of this chapter,
we studied Skype’s behavior and its strategies under diftanetwork conditions. Understanding

all these related studies and works will help better desigmuki-party VoIP system.
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CHAPTER 3

ANALYSIS OF INTERNET
BEHAVIOR

In this chapter, we analyze Internet traffic behavior in ®ohend-to-end delays, jitters (the
variations of packet arrivals from the average delay) asdde using real traffic data collected
from PlanetLab. Various impacts on the multi-party VolP fesancing system are studied. Our

implementations of Linux kernel modification for the Intetrare discussed.

3.1 Objective

The current Internet has a significantly unreliable natGgeech packets may be delayed and
dropped because of dynamic changes of Internet conditisthere are multiple clients in a VolP
conference, network traffic exhibits more diversities thawo-party call does. The Transmission
Control Protocol (TCP) can provide reliable and in-ordev®e by employing packet re-delivery
and congestion control mechanisms to overcome the Intprobtems. In other words, its quality
of service (QoS) in terms of receiving complete voice stre@mguaranteed. TCP implementation,
however, makes it possible to wait an indefinitely long timedome packets to arrive, which
severely violates the real-time nature and deadline ofistni of a VoIP system; thus, TCP is not
used in our design. Rather, User Datagram Protocol (UDR)aptad in our VolP conferencing
system because it delivers packets at its best effort arglmmteguarantee reliability at the cost of
creating more delays. Since dynamic delays, jitters, assel® over the Internet degrade the
performance of VoIP clients, it is worthwhile to collect adodk at the traffic data. These data are
later used in our VoIP test beds to simulate a real Internat@rment.

This chapter presents the Internet traces by grouping themsimilar traffic patterns. Its main
goal is to study the impact of different patterns and relagsrt to the multi-party VolP

conferencing system design. Descriptions of kernel matifias are also presented for our
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Figure 3.1: Topology of Internet traffic collection in Plainab.

Internet environment simulation.

3.2 Collection of Internet Traffic

Internet traffic data were collected through PlanetLab,relieere are consistently around
200-300 active nodes in the world-wide overlay. These nadescattered over the five continents
served: North and South America, Asia, Europe, and Auatrati order to collect diverse traffic
patterns, we choose multiple nodes in all continents (ex&aptralia, where there were no more
than two active nodes during the time we conducted our exyest). Table 3.1 list all 60 nodes
(20 in Asia, 20 in the Americas, 18 in Europe, and 2 in Ausiaihat we have used for the traffic
collection. Both intracontinental and intercontinentalces are taken into account for diversity
purposes.

In our experiments, only one-way end-to-end traffic wassoddd. Every eight nodes formed a
trace set, and in each set, packets were sent from one noli¢h® ather nodes simultaneously
using point-to-point UDP packets every hour over a 24-hauigol, as shown in Figure 3.1. To
avoid network congestion and traffic disturbances, no atbdes in this group were sending

packets at the same time.
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Table 3.1:PlanetLab nodes used to collect Internet traffic in 2007

and 2008.
Continent| Country Host Name
pl anetlabl.iin-bit.comcn
t hul. 6pl anet | ab. edu. cn
pkul. 6pl anetl ab. edu. cn
uest cl. 6pl anet | ab. edu. cn
dl ut 1. 6pl anet | ab. edu. cn
China ust cl. 6pl anet | ab. edu. cn
ust c2. 6pl anet | ab. edu. cn
sjtu2. 6pl anet | ab. edu. cn
tongji 1. 6pl anet | ab. edu. cn
Asia xmu2. 6pl anet | ab. edu. cn
Xj tul. 6pl anet| ab. edu. cn
Hong Kong pl anet | ab3. i e. cuhk. edu. hk
Taiwan pl anet | abl. nt u. nodes. pl anet -1 ab. org
pads23. cs. nt hu. edu. tw
planetl.jaist.ac.jp
Japan pl 1- hi gashi.ics. es.osaka-u.ac.jp
Korea pl 2. snu. ac. kr
Israel ds-pl2.technipp.ac.?
pl anet1.cs. huji.ac.i
India planetlabl.iitr.ernet.in
pl anet 1. scs. st anford. edu
pl anet | abl. cs. ucl a. edu
pl anet | ab12. m | | enni um ber kel ey. edu
pl anet | ab13. m | | enni um ber kel ey. edu
pl anet sl ugl. cse. ucsc. edu
pl anet | abl. cs. uchi cago. edu
pl anet | abl. ml ab. cti . depaul . edu
United pl anet | abl. cs. unass. edu
States pl anetl ab2.csail.mt.edu
Americas pl anet | abl. cnds. j hu. edu
pl anet | abl. cs. dart nout h. edu
pl anet | ab2. cs. col unbi a. edu
pl anet | abl. cs. uor egon. edu
vnl. cs.wistl . edu
pl anet | ab01. cs. washi ngt on. edu
pl anet | abl. cs.w sc. edu
cs- pl anetl abl. cs. surrey. sfu.ca
Canada pl anetl ab2.win.trl abs. ca
Brazil pl anet | abl. | sd. uf cg. edu. br
Uruguay pl anet |l ab- 1. fi ng. edu. uy
Crech pl anet | abl. cesnet.cz
pl anet | ab2. cesnet.cz
Denmark pl anet | abl. di ku. dk
Europe Finland pl anetlabl. hiit.fi
mar s. pl anet | ab. haw hanbur g. de
Germany pl anet 1. zi b. de
pl anet 2. zi b. de
pl anetl abl.itwm f hg. de

Continued on next page
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Table 3.1: Continued.

Continent| Country Host Name
Hungary pl anetl abl.tmt. bne. hu
pl anetl ab2.tmt. bme. hu
Netherlands pl anetl abl. cs. vu. nl
Portugal pl anetlab-1.di.fc.ul.pt
Switzerland pl anet | ab2.inf.ethz.ch
Europe pl anet | ab0l. et hz. ch
pl anet | abl. xeno. cl . cam ac. uk
United pl anet | ab2. xeno. cl . cam ac. uk
Kindom pl anetl ab-1.i nperial . ac. uk
pl anet | ab2. ast on. ac. uk
Australia| Australia plnode01. cs. mu. 0z. au
pl node02. cs. nu. 0z. au

Table 3.2: NTP servers used for synchronization.

\ Location \ IP Address \ Host Name \
Americas tine.nist.gov 192. 43. 244. 18
Asia ntp.tine.ac.cn 210.72.145. 44
Europe nt p2. npl . co. uk 139.143.5. 31

We used both 20-ms and 30-ms packet periods in order to ntaectending rate in VolP
transmissions. As it was important to measure the latepeekets took to travel from the sender
to the destinations, each packet carried in its payloadal tonestamp that was synchronized
every 10 minutes by a nearby NTP time server. We used thre&NidP servers, one in each
continent, in our experiments as shown in Table 3.2.

Let ¢; and¢s be the local time of the sender and the receidr, be the offset of the sender
from its nearby NTP server, anlit, be that of the receiver. The one-way delay between these two

nodes is:

DL = (ty — Aty) — (t1 — Aty) (3.1)

Our scheme assumes that the various NTP servers are syizeurom within some small
tolerance (usually within 10 msec according to the stagsite obtained in our previous
experiments) and that each client has compensated for +toipndielays between itself and the
nearby NTP server. Although this scheme does not guaradmi¢alt local clocks are perfectly
synchronized, the errors incurred are small enough, caedparthe one-way delay between two

clients.
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The errors are also expected to be smaller than those of desstipeme that computes the
one-way delay as half of the round-trip time (RTT) betweea hedes, because two-way delays
are usually not symmetric. Jitters and losses on one tripsueally not related to the reverse trip,
because the packets in two directions travel through eiffepaths.

Another reason of using one-way latency is that delay variatof different traces from the
same node at the same time may not be correctéLet ., J,, be the deviations from the average
delays of different traces from the same node to differedtasoandS'l, e ,5; be the deviations of
the reverse traces at the same time. One-way deviationmedtiiom RTT are
(51+6'1)/2, ey (5n+5;)/2. Using these data may disturb the disparities among#oes and thus

probably lead to a wrong classification (as shown in the necti@n).

3.3 Classifications of Internet Traces

We use two methodologies to classify Internet traces tdiaie analysis and simulation. One
classification is based on the traffic patterns from one @det source, and the other is based on
the patterns from all nodes in the trace sets. This first ondnelp understand the diversity and
correlation of Internet traffic sent from one node at the sime to other nodes. The latter can
help the overall consideration of our conferencing syst@pology and play-out scheduling
algorithm.

Table 3.3 shows the statistics of 11 sample trace sets (ace $et in each category) collected
from one particular source to seven destinations as showigime 3.1. For each trace set, we list
the minimum and the maximum average delays, jitter sizet|@ss rates.

Table 3.4 shows the complete statistics of seven tracelsstfatl into five categories. It
includes traffic sent from every node to all other nodes intal@e minimum and the maximum
average delays, jitter sizes, and loss rates are also.liledise these seven trace sets in our
system design and repeatable measurements of multi-pal®/prototypes under different
network conditions.

There are several observations on the data we have collected

First, the traces have large variations in their delayt®rgt and losses that depend on the time

they were collected. This is understandable, as nodes npeyierce high traffic during business
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Table 3.3: Internet traces collected in July and August Z8@T one source to seven destinations
(duration 10 min; packet period 30 ms).

Set| Type DL JT LR| Hour Source Dest. || Mean DL (ms)| JT30 (%) | JT60 (%) | LR (%)
(L/H/M) (CST)| Location |(S,AU)|| Min Max |Min Max | Min Max | Min Max
Al | Unifoom | L L L |20:00] CAUSA | (1,2,4) || 42.2 94.6 |0.00 0.230.00 0.15/0.00 0.00
A2 | Unifoom | H L L |18:00| China (0,3,4) || 107.3 190.4|0.03 4.2|0.00 3.5|0.00 0.01
A3 | Uniform | H L H | 23:00| Hong Kong| (0,3,4) || 101.2 204.3|0.02 1.8|0.00 1.64|14.7 22.7
A4 | Unifoom | H H L |22:00| Taiwan | (1,3,3)|/198.0 280.4|74.7 76.5/68.3 72.2/0.14 0.22
A5 |Non-uniff M L L |20:00] Czech | (2,3,2)|| 56.0 158.4| 1.8 2.3|0.45 0.97/0.00 3.39
A6 |Non-uniff M H L |17:00] CAUSA | (2,2,3)|| 749 170.9|27.8 48.2| 5.2 6.2|0.00 4.33
A7 |Non-unif| M L H | 1:00 | Hong Kong| (1,3,3) || 85.4 195.9|0.01 1.9|0.00 1.6|15.3 22.8
A8 |Non-uniff M L M | 11:00| Canada | (2,2,3) || 52.4 147.3|0.00 0.86| 0.00 0.83/0.00 16.9
A9 |Non-uniff M M L | 5:00 UK (2,3,2) || 26,5 139.9|0.01 8.11]0.00 8.10/0.00 3.2
A10| Non-uniff H M M | 1:00 China (0,4,3) || 103.7 198.9| 2.7 126/ 1.2 66| 19 8.6
A1l | Non-uniff M M M | 8:00 | Hungary | (3,2,2) || 22.6 190.6|0.02 79.8/0.00 79.0,0.00 25.1

Abbreviations: DL: delay; JT: jitter; JT30: jitters largdran 30 ms with respect to mean delay;
JT60: jitters larger than 60 ms with respect to mean delag, l=#R: loss rate). Delays are

classified into low (less than 100 ms), high (larger than 180, mnd mixed (a combination of

both). Similarly, jitters are classified into low (less the¥ in JT60), high (greater than 5% in

JT60), and mixed; and losses into low (less than 5%), higbafer than 5%) and mixed. The
delay, jitter and loss behavior of the different receiversharacterized by Type into uniform and
non-uniform. The destination nodes are listed using agtipl three numbers (number in aSia,
number in the Americas, number in eUrope).

hours, especially in the afternoon, but be idle in the middine night.

Second, there may be large disparities in delays, jitterd J@sses across the destinations for
packets sent from a source. The behavior tends to be mom@mécross destinations in the same
continent but have larger disparities across continerisekample, packets in Trace A11 from
Hungary to nodes in Europe have less than 100 ms of averagyg aled little jitters. However, the
same stream to Asia has over 120 ms of average delay andtbesgihd losses. The complete
statistics in A11 are shown in Table 3.5.

Third, the behavior of packets sent from one source to meltpstinations may be correlated.
Figure 3.2 shows that the delays of packets sent from Taiwéime destinations in Asia, the
Americas, and Europe in Trace Set A4 are strongly correl&edh correlations were likely
caused by congestion in the vicinity of the source node. fthe traces from Taiwan in this set
are experiencing high jitters. The jitter sizes as well a&stiime these jitters took place, were
strongly correlated. This is possibly because there weangestions at the source nodes, so that

jitter and loss patterns were correlated in all the traces fthese nodes. In contrast, Table 3.5
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Table 3.4: Internet traces collected in 2007 and 2008.

4 Loc DL/JT/LR | Avg DL(ms) JT60(%) LR(%)
(L/H/IM) Min  Max | Min Max | Min  Max

CA,US 45 92 0.2 3.6 | 0.0 0.1
IL,US 45 63 0.0 24 | 0.0 0.0

Bl Germany L/L/L 28 92 0.0 2.4 0.0 0.2
MD,US 58 90 2.4 26 | 0.0 0.0
UK 29 88 0.0 25| 0.0 0.2
NY,US 26 52 0.0 0.0 | 0.0 0.0
OR,US 25 60 0.0 0.0 | 0.0 0.0
B2 TX,US L/L/L 26 31 0.0 0.0 | 0.0 0.0
CA,US 11 39 0.0 0.0 | 0.0 0.0
MO,US 17 54 0.0 0.0 | 0.0 0.0
BJ,CN 50 284 | 04 06 | 0.0 0.0
IL,US 120 219 | 0.0 02| 0.0 0.0

B3 Hungary M/L/L 120 290 | 0.4 0.7 | 0.0 0.0
SH,CN 83 301 | 0.1 28 | 0.0 0.1
Taiwan 131 319 | 0.0 75| 0.2 0.3
SD,CN 22 242 | 0.0 09 | 0.1 1.4
Japan 70 226 | 0.0 0.0 | 0.0 0.5

B4 TJCN M/L/L 27 244 | 0.0 0.0 | 0.0 1.1
TX,CN 124 165 | 0.0 0.0 | 0.0 0.0
Uruguay 121 242 | 0.0 0.1 | 0.0 0.0
CA,US 42 178 | 0.0 0.1 | 0.0 0.0
Canada 53 148 | 0.0 0.0 | 0.0 3.6
B5 HK L/L/IM 101 131 | 0.0 13 | 143 17.1
NH,US 49 129 | 0.0 0.1 | 0.0 0.2
AH,CN 97 194 | 0.0 0.0 | 0.0 0.1
BJ,CN 104 199 | 0.1 5.3 1.9 8.6
UK 88 132 | 0.0 0.1 | 0.0 0.4

B TX,US L/M/M 88 163 | 0.0 29 | 0.0 2.6
Canada 64 199 | 0.0 14 | 0.0 1.1
SX,CN 107 190 | 0.0 28 | 0.0 0.0
Canada 58 202 | 0.0 22 | 0.0 0.7
India 248 352 | 122 129| 3.7 4.2

B7 CAUS L/M/L 32 185 | 0.0 0.8 | 0.0 0.4
SC,CN 46 301 | 0.0 0.0 | 0.0 0.5
AH,CN 33 296 | 0.0 0.0 | 0.0 0.5

Abbreviations: DL: delay; JT: jitter; JT60: jitters largtran 60 ms with respect to mean delay;
and LR: loss rate. Delays are classified into Low (less th&hm§), High (larger than 100 ms),
and Mixed (a combination of both). Similarly, jitters arassified into Low (less than 5% in
JT60), High (greater than 5% in JT60), and Mixed; and losstsliow (less than 5%), High
(greater than 5%) and Mixed.).
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Figure 3.2: Delay behavior of packets collected from Tai@iXian (China), Canada, California
(United States) and Czech Republic at 1:00 CST in August 20fte Set A4).

Table 3.5: Traffic behavior of packets collected from HuggarTrace Set A11 at 1:00 CST in July,
2007.

| Destination || MinDL  Avg DL Max DL JT30 JT60 LR |
Hong Kong 133 ms 190.6 ms 1529 ms 79.8% 79.0% 0.00%
China 1 121 ms 150.3 ms 1495 ms 77.4% 76.1% 0.00%
China 2 117 ms 147.4 ms 1483 ms 76.6% 75.4% 0.00%
Berkeley 90 ms 90.8 ms 126 ms 0.02% 0.00% 0.00%
Canada 60 ms 61.0 ms 100 ms 0.00% 0.00% 0.00%
Finland 24 ms 25.7 ms 64 ms 0.03% 0.00% 0.00%
Portugal 21ms 22.6 ms 193 ms 0.00% 0.00% 25.14%

Abbreviations: DL: delay; JT: jitter; JT30: jitters largdran 30 ms wrt mean delay; JT60:
jitters larger than 60 ms with respect to mean delay; and &§ks tate.).

illustrates that packets sent from Hungary in Trace set AXpkreenced high jitters to destinations

in Asia. Such correlations were likely caused by congestiarihe links between Europe and Asia.

3.4 Linux Kernel Modifications for Simulation

In order to measure the performance of any VoIP softwardyeagstematically, and
repeatably, we have created an intermediate router to aietiie real Internet environment for the
purpose of measuring the performance of VoIP clients. TgindLinux kernel modifications

(Linux version 2.4.26), this router creates exactly the sstnaffic patterns as the Internet data
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collected from PlanetLab. Whenever a packet passes thitbegiouter, this packet will be delayed
or dropped.

There are several ways to build up such a router. One simptasaa directly create a link list
in the kernel, which can be implemented by modifying ifnéorward() function at the link layer.
When a packet arrives at the intermediate router, the keitiedr drops it or creates delay
according to the input Internet traffic patterns. If the latis scheduled to delay the packet, it
calculates the estimated release time by adding the atinvaland expected delay together. The
kernel temporary holds the packet in the link list, with tlséireated release time added to the fake
header. This link list is triggered again when the next paakeves. All packets that have passed
the estimated release time will be removed from the linkdigd sent to the remote destination.
There are several problems, however, with this implemiemtafFirst, the kernel may be
overburdened, especially if a huge number of multimedi&e@carrive during a very short
amount of time. The kernel may not have enough memory spaalotate for these packets, and
additional packets will be dropped immediately. Secone itlik list in the kernel is triggered only
by newly-arrived packets. If no new packets arrive, all tiiegackets will remain in the link list
forever. The advantage of this implementation is that theerocan delay and drop packets of any
transport-layer protocols.

In this section, we propose an alternative implementatian ¢reates delay and loss patterns at
the application-level software, which overrides the latiiin of the kernel. The only restriction of
this new method is that only UDP packets can be delayed amgbddoin the router. As most VoIP
systems, such as Skype, QQ, and our VoIP client, use UDP &ixep&ansmissions, this
alternative implementation works well in our experiment.

Figure 3.3 shows the overall kernel design of our routeraiit e divided into three stages:
e Kernel level: processing incoming packets
e Application level: dropping and delaying packets

e Kernel level: processing outgoing packets
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Figure 3.3: Overall kernel design of router.
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Table 3.6: Mapping table implemented in the intermediatgao

Source Destination
IP Addr Port IP Addr Port
130.126.142.56 10080 130.126.142.55 10023
130.126.142.56 10080 130.126.142.52 10076
130.126.142.51 10123 130.126.142.52 10076

3.4.1 Kernel level: Processing incoming packets

The main purpose of this stage is to change the destinatiaddRess of a valid speech packet
and to pass it to the local application-level software tmattes delay and loss patterns.
Specifically, a mapping table that saves the IP addressdbkvalid VoIP clients is preloaded into
the kernel through thproc entry. When a speech packet arrives, the kernel checks twisstber
it is from a valid client in the mapping table. If itis, the kel creates a fake IP header for the
packet with the destination IP and port number set to itsl laddress and listening port number.
The kernel also passes the packet to the application-levelare.

The mapping table is implemented in such a way that one paiowfce and destination IP
addresses and port numbers form a map as shown in Table Bdg &IP clients usually use only
one port to receive speech packets from all other nodesattiepmbers of two source clients
cannot be the same when the source IP address is looked wgssfudly.

The pseudocode of this part is shown in Code 1.

As shown in Figure 3.3, the functions in this step have thiefohg usage:

e net.rx_action() receives a packet from the device and delivers iptocv().

e ip_rcv() rejects irrelevant packets and examines the IP header @oétsim of the packets.

After it is done, it delivers the packets ifp_rcv_finish().

e ip_rcv_finish() forces a valid VolP UDP packet, which would otherwise be pdds
ip_forward(), to be delivered tap _local_deliver(). ip_local_deliver() simply forwards the

packet toudp_rcv().
e udp_rcv() keeps a VolP table that maps from the source IP address andysober to the
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Code 1Kernel level: processing incoming packets
1. if Packet whose destination IP is not the local addiiess

2. if UDP Packet from a valid VOIP clierthen
3: Forward the packet tadp_rcv() throughip_local_deliver()
4 Look up the mapping table using source IP address of the \atRal
5: if First VoIP packet from this IP addretsen
6: Add source and destination IP address and port to the magtey
7 else
8: if Source port is different from returned port number in magpablethen
9: Issue a conflict warning
10: end if
11: end if
12: Reserve space for fake UDP header usikbpush()
13: Set destination IP to local IP address
14: Calculate the listening port number of application-levelltprogram
15: Set destination port number to the calculated result
16: Forward the packet to the application
17:  else
18: Forward the packet using_forward()
19:  endif
20: else
21:  Forward the packet using_forward()
22: end if

destination IP address and port number. It adds a fake heathex packet and forwards it to

the application-level software.

3.4.2 Application level: Dropping and delaying packets

We have modified an existing troll program that was origindibsigned to automatically
generate delay and loss patterns for a specific end-to-ekdThe application-level troll program
now reads a collection of traffic data collected from PlaaétAnd simulates the Internet
accordingly. The software validates each speech packiét,qut the original destination IP
address and port number, and uses a timer for the packet tteddso sends the released packet
using the same port number as the original source port.

The pseudocode of this part is shown in Code 2.
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Code 2Application level: dropping and delaying packets
1: Read real traffic pattern (delay and loss) from the savedditbd array
: Create listening socket for incoming packets

2
3
4: Thread 1

5: for each new incoming packedb

6: Read current value from traffic array
7. if ltis aloss (indicated by-1) then

8 Drop the packet

9

. else
10: Set the timer to the delay number (indicated in millisecdnds
11: Add the VoIP packet to the timer list
12:  endif
13: end for
14:
15: Thread 2

16: for each packet whose timer has expids

17:  Pull out the VoIP packet from timer list

18:  Remove the original UDP header of the packet

19:  Set sending socket port to be the same as original sourcefube packet
20: Set destination IP address and port to be the same as original

21:  Send out the VoIP packet

22: end for

3.4.3 Kernel level: Processing outgoing packets

This stage looks up the mapping table using the destinaadtiress and port number as well
as source port number. Since the source and destinatiois paiique in the table, the original
source IP address can be found. The kernel then changesuitve $8 address in the header back
to the original address.

The pseudocode of this part is shown in Code 3.

Code 3Kernel level: processing outgoing packets
1: for each VoIP packet from the application-level softwdoe
2. Look up the mapping table using the destination IP addreggart number as well as source
port number
Change the source IP address from local address to thearagidress
4.  Pass the packet tp_queue_xmit()
. end for

w

ol

As shown in Figure 3.3, the functions in this step have thiefohg usage:

e udp_sendmsg(Jadds the source and destination IP addresses and port raitoliee packet
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header and passes the packdptduild _xmit(), which is a fast path for nonfragmented

packets.

e ip_build _xmit() looks up the packet information in the mapping table and ghahe packet

back to the original source IP address.

e ip_finish_output() initializes the last tasks of the Internet protocol and #mexcthe output

network device.

e dev_queuexmit() sends packets out using the selected network device.

3.5 Summary

In this chapter, we have studied the impact of the Internk&ier on a multi-party VolP
conferencing system. We collected real Internet trafficftbe PlanetLab by sending UDP
streams from one node to all other nodes simultaneouslylntemet traffic is classified into 11
categories according to delay, loss and jitter statistics.

We have analyzed the different categories of Internet sra@eir findings show that the
Internet behavior has diversity and disparity across kotke and destinations. However, the traffic
patterns may show some correlations for packets sent freradime node at the same time. Such
behaviors will help us determine the optimized topologgypbut scheduling, and loss
concealment strategy for a multi-party VolP conferenciystem.

We propose the implementation of an intermediate routerdate losses, delays, and jitters. It
is used to simulate a real Internet environment and famgdlitae measurement of real-time VolP
clients in a systematic and repeatable manner. We will usedhter to evaluate our system and

Skype in the next chapters.
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CHAPTER 4

DESIGN AND EVALUATION OF A
MULTI-PARTY VOIP
CONFERENCING SYSTEM

In this chapter, we study the multi-party conversationatiei@nd propose several objective
metrics that describe the MS variations. Based on the magetiesign our multi-party VoIP
system. We present a new method to determine the optimiz#dremcing topology and
distributed equalization algorithm to reduce MS variagiowe also illustrate several issues on the
implementation of our prototype. At the end of the chapter,propose a classifier approach for
generalizing the result to unseen condition. The approantbe used to select the algorithm for

achieving the best perceptual conversational quality.

4.1 Roadmap of This Chapter

The roadmap of this chapter is shown in Figure 4.1. We propegeral objective metrics from
the multi-party conversational model, includingnversational symmet{ZS),conversational
efficiency(CE), andconsecutive mutual silence ratf@MSR), that can capture the MS variations
and impact the subjective conversational quality. Basethemnderstanding of these metrics, we
study our VoIP conferencing system design. Two core compisreae the optimized overlay
topology, for reducing the MED diversity, and the play-octieduling algorithm, for smoothing
jitters and reducing MS variations. Other practical issuelide silence detection, loss
concealment strategy and mixing policy. Since there adetddfs between LOSQ and MS
variations, it is hard to determine their relations to thiejsctive quality using a simple model. We
extract all objective metrics that may impact the subjectipinions. Along with the subjective
results we have collected so far, the experiment data anetraising ssupport vector machine
(SVM) learning classifier [62] which can effectively find a ppeng from the input features

(objective metrics) to the output (subjective ratings)e Téarning model can later be used to
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generalize the data to unseen network and conversationditioms.

4.2 Multi-Party Conversational Model

We begin with the two-party conversational model. As hasblgstrated in Chapter 1, MS
can be perceived as alternating short and long silenceidunsdbetween turns in a two-party VolP

conversation. Generally, they can be divided into two aateg as shown in Figure 4.2.

e Human Response Delay (HRD). After hearing the previous speech turn from Ain a
two-party conversation, the other party, B, waitsiRD 5 before he gives a response to A.
This duration is specified eMSfé*B, whereA — B means that the speech turn shifts from

A to B, andMSg means the MS from B’s perspective.

e Response Mutual Silence (RMS). After A in a two-party conversation gives an utterance, he
needs to wait for a RMS, indicated MSQ"B before he receives a response from the other
party B.MSQ‘“B = MED4 g + HRDp + MEDg 4, whereMED 4 g is the delay from the
mouth of the speaked to the ear of the listenaB. MED usually includes three parts: the

sender processing delay, Internet propagation delay,tenigeteiver buffering delay.

Note that because of MED, the longer and shorter MSs havelad asymmetry in a
two-party conversation.

The extension of a VoIP system from two-party to multi-pastyot straightforward. A
multi-party conversation (Figure 4.3) not only includes fpeaker-and-response pair (the same as
a two-party conversation); it also includes a third typel@rts who are simply listening to the
speaker-and-response pair. We call thesssive listenersThe MS incurred on passive listeners is
namedistener mutual silencéLMS). The three types of MSs in a multi-party conversation a

illustrated below.

e Human Response Delay (HRD). MS2~¢ = HRDc.

e Response Mutual Silence (RMS). MS4~C = MED 4 ¢ + HRD¢ + MED¢ 4.
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Two—party VoIP Conversation

RMS,4 = MS47% = MED, 5 + HRD + MEDjp 4
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Figure 4.2: A two-party conversational model.
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Figure 4.3: A multi-party conversational model.
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e Listener Mutual Silence (LMS). A different client in a multi-party conversation (s&y, is
just listening toA and B speaking, indicated bMS;j_’C as the mutual silence experienced
by listenerk on the switch fromA to C. Msﬁg{’gvc} = MED4 ¢ + HRDe — MED 4 4+
MED¢ .

The current speaker experiences HRD (usually the short&€3tien switching from the last
speaker, and RMS (usually the longest MS, as it covers thiedtED) when switching to the
next speaker. These correspond to the short and long MSarthaimilarly observed in the
two-party case and cannot be reduced without further comiging the perceptual quality. This
pair of speakers at a particular turn is called Itio¢tleneck pairas it usually decides the maximum
variations of mutual silences in the multi-party VoIP caefece. In contrast, the remaining
listeners perceive LMS that do not contribute to the bo#tdn Each passive listener belongs to a
non-bottleneck paiwith respect to the speaker in a given turn.

For the purpose of analysis, a conversation can be dividedsagments calledonversational
units (CU), each of which is identified by the start and the end tifith® segment in absolute
time. For example, a CU frorX to Y is denoted by the start 0f's speech until the start of the
next speakel”’s speech. Its duration is represented as in Eq. (4.1) (EidLB) wheresSx is the

speech segment uttered Ay
CUX~Y = MEDxy + SSx + HRDy (4.1)

4.3 Measures for Evaluating Conversational Quality

In this section, we propose objective and subjective neethat are related to conversational
quality. These metrics can be measured either on-line dimaff(or both) as indicators of the

performance of a multi-party VolP conferencing system.

4.3.1 Objective measures for evaluating MS variations

In order to capture the effects of MS variations, two typeslgjéctive metrics are proposed.
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Conversational Symmetry (CS)

As each participant perceives variations of MSs with resfmeothers, he or she tends to
perceive a degradation in the naturalness of the convenshécause it does not resemble a
face-to-face conversation with small and uniform delayscdpture the symmetry perceived by
we define CS to be the ratio of the maximum MS experience#l &yd the minimum MS
experienced by: (excluding HRD) recently (say in the last minute):

Cs, = M (4.2)

i—j

min; ;2 MSy

Intuitively, the numerator represents the maximum of thense duration experienced by
whereas the denominator is the minimum while discountimgntinimum term of HRD. Note that

CS;y, for client k should be approximately equal to 1 in a face-to-face coavers.

Conversational Efficiency (CE)

CE measures the extension in time to accomplish a VolP csatren when there are
communication delays. It is defined as the ratio of the timeea gpeaks or actively listens to

others to the total duration of the call:

Speaking Timet Listening Time
Total Time of Call

CE = (4.3)

Since a conversation over a network is charged accordirtg tluration, the same conversation
may cost more for a network with longer MEDs. This effect isexsally pronounced in
international and mobile calls, when both the network delagt the per-minute price are higher.
Each participant perceives the same CE during the coniansat

Since the delays from a speaker to listeners may vary signifig each listener can perceive
different silence periods. A short silence followed by agame will make the listener think that
someone is not responding or that the listener is not reggspeech packets. On the other hand, a
long silence followed by a shorter one will make the listethénk that someone is responding too
abruptly or even trying to interrupt others. Either casd degrade the listening quality of the

multi-party conversation. These degradations may alsertpn the the ratio of two consecutive
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MS (CMSR). However, there is a huge volume of numbers for eaclfierence, which is a
disadvantage to defining such a term. In real practice, wesakeet the maximum, minimum, and
average of CMSR in our study. For each per&o@MSR can be expressed as:

o maX{MSk(t), MSk(t — 1)}

CMBRL(1) = T {MS (D), MS (6 — 1)} (44)

The degradations due to delays may also depend on the catiwaed condition, such as the
type of the conversation being carried out and the conversdtswitching frequency [6]. For
example, in a conversation with less frequent switches é&etvthe parties, the degradations due to
longer MEDs will be perceived less severely. In contrasg aonversation with a higher switching
frequency, there is an increased need for face-to-faeettiteractivity. For simplicity, we do not
consider this factor in our evaluations.

Note that during a VoIP session, a user does not have an ébgaception of MEDs because
the user does not know who will speak next and when that pevilbstart talking. However, by
perceiving the indirect effects of MED, such as MS and CE pidmicipant can deduce the
existence of MED. For this reason, a participant cannotedé exactly the duration of a CU but
knows that it is closely related to CE. In short, MS, CMSR, @iq CS are user-perceptible

metrics that are intimately affected by MED.

4.3.2 Objective measures for evaluating LOSQ

LOSQ is determined by the percentage of speech packets ithatrive before the scheduled
play-out time as well as the speech codec used in the systeenspeech codec is no longer a big
issue nowadays, because most of the wide-band codecs sGcliz&s2 and iISAC can provide a
comparable quality to the uncompressed sound. Hence, tisldepends largely on how
completely a VoIP client receives the speech packets. Higters and losses over the Internet
often lead to a degraded speech quality. Longer MEDs wilfowe LOSQ, because more packets
will arrive before the scheduled play-out time.

At each VoIP client, speech segments can be extracted fremetieived audio streams. By
comparing these segments with the original one, LOSQ candiaaed using PESQ in an off-line

analysis. A higher PESQ score means a better LOSQ.
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Figure 4.4: A 3-D representation of an operating curve uadssnversational condition.

For online analysis, we are unable to evaluate PESQ scoras tilne because of a lack of
original speech segments. Sat and Wah have proposed anlgaigorithm to solve this
problem [63]. The idea is based on the fact that CS, CE and L&®(De represented by an
operating curve in a three-dimensional space for a giveafssttwork and conversational
conditions (Figure 4.4). Because CS and CE can be obtairleatephOSQ can be inferred if the
curve is known. In Sat and Wah's paper, they conduct off-éinalysis, and CS, CE, and PESQ
under different network and conversational conditionsl ase a classifier to learn these curves in
the three-dimensional space. When a VolP system is rumenitidetermines the operating
conditions and uses the learned classifier to locate thecu®SQ can be inferred from these

curves using the CS and CE data collected at run time.

4.3.3 Subjective perceptual quality

The evaluations of a multi-party VoIP conferencing systepeahd largely on humans’
subjective ratings. As was illustrated in Chapter 2, ITWB.8&nnex E [17] defines CMOS to
compare two conversations based on subjective opiniong asscore from-3 to 3. In our study,
we are only interested in which output is better, but not hetds is an output. Moreover, there
are incomparable situations due to trade-offs between M3 @8Q (also discussed in Chapter

2). Therefore, we propose a new subjective preference aretdvaluate a multi-party VolP
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conversation. Specifically, this measure defines only foares (-1, 0, 1, 2) corresponding to
(worse about the samébetter, incomparablg. People are invited to do the subjective comparisons
in our study and give their ratings in one of these four outesnin our current study and
experiments, incomparable situations are not considaersdbjective evaluations. We will

consider this category in our future research.

4.4 Design of a Multi-Party VoIP System

In this section, we propose optimized approaches to daterthie conferencing topology as

well as the play-out scheduling algorithms to smooth gtt@nd minimize MS variations.

4.4.1 Overlay conferencing topology design

A good VoIP conferencing topology should be able to reduedatency variations and avoid
links with high jitters and losses in order to provide bett&SQ. It also needs to take into account
the network burden at each client. Neither a full-mesh ndtwor Skype’s centralized topology
can achieve this. In our study, we use an overlay topologgume it can better provide flexibility
when the number of clients in the conference is large and wibditated servers are not available.
Its design depends on trade-offs betwégrihe maximum number of packets transmitted or
relayed by any node in one period, and ME2ED, the maximumte+ahid delay observed by any
speaker-listener pair. The quality of a multi-party VolBteyn is affected by’ because sending
packets too frequently may lead to congestion and lossalssaffected by ME2ED which
captures the worst-case one-way delay.

The computational complexity of the algorithms is a secopdsues, though more advanced
hardware is available. If there are too many packets prede@sther relayed or mixed) at a parent
node in an overlay, it will exert a heavy network and CPU bardethis node, and the quality of
speech segments can be degraded.

In this subsection, we propose a greedy method that camivtdyadecide the optimized
topology faster without enumerating all possibilitiesg€&ode 4). We defing-parent topologyis
a topology with/ parent nodes. We also defitgi2ED to be the ME2ED in/-parent topology.

Assuming the simple case in which clients do not join or ledweng a call, our approach can
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HK,China

AH,China

Figure 4.5: An overlay topology determined by our algorittwith two parent nodes and five child
nodes.

balance a good trade-off between ME2ED andrigure 4.5 shows one of the topologies

generated using our approach. Because the choice of tgpdégends on network conditions, we

collect Internet data (delay and loss) during the initetiian session. The topology can be

redetermined if there is a significant change of the networidi¢ion. Note that, in order to reduce

the processing time and computational cost, the parengssifiorward the received packets

through multiplexing instead of mixing.

Code 4Determining the overlay topology

1:

R
N B O

I—1

Determine ME2ED in zero-parent topologyE2EDy
Determine minimum MEZ2ED in one-parent topologh2ED
Save the one-parent topologiP

while (ME2ED; — ME2ED;_;) > THRES do
I —T1+1
Determine minimum MEZ2ED id-parent topologyME2ED; if one parent is added t6P;_
Save thel-parent topologyl'P;

: end while

. Set best topolog{'P;
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4.4.2 Play-out scheduling

Common approaches in a two-party VolP system based on a€gipter buffering or
time-scale modification focus only on smoothing jittersjl aoheduling is subject to a trade-off
between MS variations and LOSQ. In a multi-party system, M$ations are more common than
in a two-party version, but their trade-offs are incurrety@n the speaker-listener pair. Hence, we
can design a play-out scheduling algorithm that is abledace MED diversity while LOSQ is

optimally satisfied. Two approaches are proposed.

Cooperative histogram-based adaptive play-out schedulmn

In order to reduce the diversity of MEDs and better adaptéddtbttleneck path in a
multi-party conference, a cooperative histogram-basagtac play-out scheduling algorithm is
proposed by utilizing global network statistics.

Assuming that the end-to-end-delay statistics betweenuhent speaker and all clients are
periodically broadcast to all participanisydepn (¢) (the bottleneck node, or the listening client
that experiences the highest delay from the current spedkienet) as well as the bottleneck path
and its estimated MED are known to each client. The bottlemecle then uses the adaptive jitter
buffering common in the two-party version and adapts its MdeDording to this delay statistics.
The nonbottleneck nodes adapt that MEDs based on both tisistaas well as the most recent

MED estimate of the bottleneck node:

MEDgN = F(B) (4.5)

MEDnonBN =7 F(ﬂ) + (1 - ’Y) : MEDBN,

Here,~y adjusts how symmetric the MEDs would be for different clgligtening to the same
speaker. Foty = 0, all listening nodes use the recent estimate of the bottleMED, which can
improve CS at the expense of causing unnecessary waitirgftinthe nonbottleneck nodes. In
contrast;y = 1 reduces the scheme to a noncooperating scheme by choosiogttmal MED for
each speaker-listener pair, which is equivalent to adagitter buffering. In our study, we use
~v = 0.3 for simplicity. However, the fixed value of may not best adapt to different network

conditions. Another disadvantage of this algorithm is S@hetimes there are high jitters on the
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non-bottleneck paths, addED,,,gn Will be even larger thadlEDyy. The cooperative

histogram-based adaptive play-out scheduling algoritarmot address this case.

Distributed Equalization

To solve the issues of cooperative histogram-based adgpty-out scheduling, we propose a
distributed equalization algorithm.

For a bottleneck pair during a conversation, the RMS of thieesponding listener client can
be reduced either by decreasing the HRD of the speaker omdogirey the jitter delay of the
listener. The HRD of the speaker cannot be reduced becaissaoit under the control of the VolP
system. In most cases, the listener in the bottleneck ptieispeaker in the last turn. Itis
undesirable to reduce the jitter delay of this listener beeat may incur losses and results in
worse quality. (We set the minimum jitter delay of this liste to 60 msec according to Table 3.3.)
Hence, a feasible way to reduce fluctuations in MS in eachisuimequalize the LMSs of those
clients who are not speakers in the past and the current tlihis can be done by delaying voice
packets played at these clients. A side effect of a longer lisviSarger jitter delay, which
accommodates more jitters and leads to better quality afeiteived sequence at these clients.

However, it is not possible to increase LMSs indefinitely iday to minimize the variations of
MSs. The reason is that the passive listeners will have arlpemeeptual quality when they have
to wait for a long time before hearing the utterances fronmine speaker. On the other hand,
when variations are large and CS is much larger than 1, tteméss experience a conversation
with unbalanced silence periods, again leading to lowecg@ual quality. To this end, there is a
suitable LMS that results in the best perceptual quality: @sults and user feedbacks show that
the maximum MS should be less than 1300-1500 ms.

Our equalization algorithm dynamically adjusts the MS affelistener based on the history of
MSs. To tolerate fluctuations in MSs, we define estimated NESAS) range [EMS in, EMS hax],
as a reference that covers most of the MSs in the actual czati@n. There are three cases

considered in our algorithm.

1. If the MS of a listener client in the last turn is the same BSRand is very large, then its

current LMS is usually small as compared to RMS, and we setifMS,,,... This allows
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this client to sense less abrupt changes in his/her MS frentest turn to the current.

2. Ifthe MS in the last turn is less th&iMS,,;, and the current LMS without adjustment is
also less thafMS,,;,, then we set the LMS t&MS,,in.

3. If the previous MS is within the predefined tolerable MSganwe use the moving average

of the previous several MSs that are also within the range.

Our results have shown that changes of the moving windowhsigdimited influence on
perceptual quality. In this paper, we heuristically setiedow size to 3. Note that our method
does not depend on the specific HRD in each turn.

The equalization algorithm described above can be appii@tion-cooperative or a
cooperative fashion. In a non-cooperative strategy, e@ht@pplies the algorithm without
considering the MSs used by the other clients. This maytresohe client setting its MS to be
unnecessarily large. To address this issue, a cooper#tategy requires each client to broadcast
its history of MSs to other clients at the end of a turn. Basethe the listener’s estimated MS and
assuming that this client is the next speaker, the stratezgigis the MSs of all listeners in the
next turn. In this step, we s8lED; ; to be the average end-to-end delay froto j plus 60-ms
jitter delay at the receiver. If the equalized MS in the cotrteirn causes any MS in the next turn to
be larger thakMS,,,.«, we reduce the current MS to a reasonable level accordirggtourrent
delay statistics. The pseudocode for the cooperative izaqtiah algorithm is shown in Code 5.

Figures 4.6 and 4.7 show a comparison of MS variations usiadixed jitter buffer and our
distributed equalization. We can see that the MS variatewegeduced because of LMS
adjustment in the equalization algorithm, while HRD and RM& unchanged. The cooperative
strategy takes effect at turn 7 for both AH (China) and HK (@hiwhere LMS cannot be

increased to the EMS range in order to prevent over-adjugtme

4.4.3 Loss concealment

From our comparison and analysis in Chapter 2, we adopt gug/gacking algorithm in our
design for its simplicity and effectiveness.

The IETF defines that the minimum MTU (maximum transmissinoit)uhat all hosts are

58



- A - SH,China
—+—BC,Canada
c=#= L, US
—l— HK,China

—— AH,China

Mutual Silence [msec]

1 2 3 4 5 6 7 8 9 10
Conversation Turn Index

Figure 4.6: Non-cooperative POS with fixed jitter delays.
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Figure 4.7: Cooperative POS with equalized MEDs for norildoeck pairs.

required to support is 576 bytes as defined in RFC879 [64]tlmmdhaximum length of the data
field of a packet sent over an Ethernet is 1500 bytes as definreB€C894 [65]. Usually in a
broadband network, MTU is set to be 1500 bytes. Therefoeeptaximum piggy-backing
redundancy degree should be restricted so that the mukiglpacket should not exceed MTU.
The degree depends on the codec bit rate as well as the nuilméc® streams for multiplexing.
We have decided from Chapter 2 that G.722.2 is to be used imqulementation. Given that the
maximum frame size of G.722.2 is 61 bytes (20 msec), and thauof streams for multiplexing

is 6, the MTU can still support a redundancy degree up to 4.

4.4.4 Trade-offs

There are trade-offs among conferencing topology desigw;qut scheduling, and loss
concealment. The primary goal of topology design is to redatency variations and limit the

network burdens on each VoIP client. However, by increaiegouffering delay at the receiver,
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Code 5Distributed equalization

1: {Initialization}
Collect initial network statistics
Determine estimated MS range

{Dynamic equalization of MS for each node}
for all listeneri do

Obtain MS of last turn

Calculate estimated optimal MS for the 3 cases
end for

o
= o

. {Incorporation of cooperative strategy}

: for all listeneri in the current turrdo

Assume listener is the next speaker

for all listenerj in the next turrdo
Predict MSNEXT in the next turn in response {o
Reduce MS if MSNEXT is too high

end for

: end for

el e e T
© N R W

MS variations can be adversely affected, although largtergi can be smoothed using the play-out
scheduling algorithm. The piggy-backing loss concealncantalso affect the MSs. The larger the
piggy-backing degree, the larger the buffering time at #eeiver and the larger the network
burdens at each clients are. Our proposed algorithms otopdesign, distributed equalization,
and loss concealment can balance these trade-offs that@dd best multi-party VolP

conversational quality.

4.5 Practical Issues of Multi-Party VoIP System Implementéion

In this section, we present a detailed description of thetjwa implementation of our
multi-party VoIP conferencing system. Our system was dged under Microsoft Windows XP

operating systefand Microsoft Visual C++ 2005 platforfn

Windows XP is a product of Microsoft Corporation.
2Viisual C++ 2005 is a product of Microsoft Corporation.
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4.5.1 Overall design

Figure 4.8 shows the overall design of our VoIP conferensiygjem. The following

procedures need to be conducted for each client.

1. Initial Setup. Each VoIP client gets the IP address and port informatioril the
participants in the conference, allocates memory for relgitter buffers, sets up
communication sockets, and creates threads for sendingeaaiving different types of
packets. Hardware support for audio wave-in and out alsdseebe examined and

initialized at this stage.

2. Determination of Topology. VoIP clients send time-stamped UDP probe packets to each
other in the conference simultaneously using a full-megbltgy. When probe packets are
received, a receiver attaches its own information and skads these probe packets
immediately. One-way delay is derived from half of the rodngd time (RTT). Based on the
average delay, jitter, and loss statistics, the whole tgpobf the multi-party conferencing

system is determined, and each VOIP client is set up for dipislbgy.

3. Sending and Receiving Speech Packets. A VoIP client needs to start the audio wave-in
thread to collect real-time audio samples. The client eesdlde raw speech packets, sends
the encoded packet out, and saves it in the sender bufferggy{backing. The receiver
thread receives the speech packet and puts it into its oten [itiffer. For a parent node, it

also needs to relay recently received speech packets usittiglexing.

4. Playing Speech Waveforms. When received speech packets are stored in the jitter btffter
VoIP client needs to schedule the play-out time of the packgtusing different play-out
scheduling algorithms as discussed in the previous sectdclient also needs to select
audio waveforms for playing and mixes the decoded streaims client then feeds the

mixed streams into the wave-out sound card device.

We assume in this section th&tis the total number of clients in the multi-party VolP

conference and® is the number of parent nodes.
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Figure 4.8: A flowchart of our multi-party VoIP system implentation.
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4.5.2 Initial setup

In the initial setup, the client reads the IP address, parter and virtual ID (VID)
information of all clients in the multi-party conferencefin a file. Note that we assigvilD = 0 to
the client who first starts the conference, and this cliger laehaves as the virtual server to collect
all network statistics data and decide the best topology.

The client also allocates memory for its own sender buff®¥r— 1) receiver jitter buffers, and
at most(NV — 1) relay buffers if the client is one of the relay nodes. For ed@nt, both TCP and
UDP sockets are opened in our design. TCP sockets are usethtounicate topology-related
control messages to guarantee reliable communication &idkets are opened to send and
receive network-related probe packets and speech packets.

The initialization of the sound card is done at this stages dllent should select the sound
card, set the sampling rate and number of bits per samplisolhaeds to allocate memory for

wave-in and wave-out buffers.

45.3 Packetization

There are totally four different types of packets in the gesif our multi-party VoIP system:
UDP network probe packets, UDP speech packets, TCP netwatigties packets, and TCP
topology information packets. The network statistics g€land topology information packets are
communicated using TCP for reliable transmission. Theeeluisique sequence of data at the
beginning of all four types of packets for packet validation

The structure of each UDP network probe packet is as follows:

e UNIQUE SEQUENCE : 4 bytes

e PACKET TYPE (1000) : 4 bytes

e SENDER ID : 4 bytes

RECEIVER ID : 4 bytes

PACKET SENDING TIME : 2 bytes

The structure of a TCP network statistics packet is as falow

o UNIQUE SEQUENCE : 4 bytes
e PACKET TYPE (1001) : 4 bytes
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SENDERID : 4 bytes

LOSS RATE TO ALL NODES FROM SENDER : 4 N bytes
MAXIMUM DELAY TO ALL NODES FROM SENDER : 4 * N bytes
AVERAGE DELAY TO ALL NODES FROM SENDER : 4 *N bytes
MINIMUM DELAY TO ALL NODES FROM SENDER : 4 * N bytes

The structure of a TCP topology information packet is a®fedl. Note that the parent of a

parent node is itself.

e UNIQUE SEQUENCE : 4 bytes

e PACKET TYPE (1002) : 4 bytes

SENDER ID : 4 bytes

TOTAL NUMBER OF PARENTS IN THE TOPOLOGY : 4 bytes
ALL CLIENT ID IN THE TOPOLOGY : 4 * N bytes
CORRESPONDING PARENT ID IN THE TOPOLOGY : 4¥ bytes

The structure of a UDP speech packet include the generathaad the multiplexed encoded
speech frames. A child node only needs to send its own vaiearss to its parent. A parent node
needs to multiplex multiple voice streams together and sémen to other nodes. Different
speech packets are sent at the parent node for differemaksshs.

Letting M be the total number of streams that are used for multipleaimdjP be the

piggy-backing degree, the general header for a UDP spe@iiefia as follows:

o UNIQUE SEQUENCE : 4 bytes

e PACKET TYPE (1003) : 4 bytes

e SENDER ID : 4 bytes

e RECEIVER ID : 4 bytes

e REQUEST PIGGY-BACKING DEGREE FOR THIS RECEIVER ID : 4 bytes

e TOTAL NUMBER OF STREAMS THAT ARE USED TO MULTIPLEX {/) : 1 bytes
e SPECIAL INDICATOR FOR PIGGY-BACKING : 1 bytes

e CURRENT PIGGY-BACKING DEGREER) : 1 bytes

A UDP speech packet includéd x P encoded speech frames, and each is indicated by the
client ID and the frame sequence number. It also indicatestiveln a frame is a silence frame or a

speech frame by implementirsijjence suppressiomliscussed in the following subsection.

e STREAMING ID : 1 bytes
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e SEQUENCE NUMBER : 3 bytes
¢ INDICATOR OF SILENCE SUPPRESSION : 2 bytes
e VOICE DATA (IF NOT SILENCE) : Size depends on the encoded rate

The system examines all the data fields and packet sizesén trdalidate all four types of

packets.

4.5.4 Determination of topology

A \VOIP client starts with sending one or two seconds of UDRbprg packets (with sending
rate equal to the UDP speech packets) to all the other clietite conferencing system. The
network statistics is obtained by using half of the rounpltime. The TCP network statistics
packets, which include the average loss rate, maximumageeand minimum delays from one
client, are sent to the client starting the conference, wleddcted as thieaderin the distributed
system.

After the leader receives all TCP network statistics pagketlecides the best topology using
our greedy approach as described in the previous sectitreritsends TCP topology packets back
to the other clients. Through this mechanism, all VoIP ¢gen the conference will reach a
consensusn the conferencing topology.

Note that we use TCP to transmit network statistics and tapopackets to guarantee
successful and reliable transmissions just for simplidityder some cases, where a firewall exists
and TCP ports may be blocked, we can use UDP packets altaiyably implementing ACK
packets and a retransmission mechanism.

Another point worth considering is the case in which onentligsay A) cannot reach another
client (sayB) by sending UDP probing packets. It is somewhat not uncomaconrding to the
traces we have collected from PlanetLab. Sometimheannot find a route t®, so packets from
A cannot reactB, but at the same time, packets frabncan reachA. Under that circumstance, we

set the delay betweed and B (both ways) as infinity and try to avoid these links.

4.5.5 Sending speech packets

After all the clients in the conference reach a consensusedtidpology, the WAVE-IN thread

starts, and each client begins to collect audio sampledesegnom the sound card periodically (20
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msec in our design). The encoded frame is saved into the isbaffer, and the length of the
sender buffer iMAX_PIGGY_DEG x ENCODED_FRAME. HereMAX_PIGGY_DEG is the
maximum piggy-backing degree used, #INCODED _FRAME is the size (in bytes) of the
encoded frame.

A child node sends its piggy-backed UDP speech packet taghmarent node. A parent node
attaches its own piggy-backed encoded frames as well ageefeames in its UDP speech packet
and sends the packet to its children and other parent notiese are relay buffers implemented in
each parent node so as to hold these relayed frames tentyorari

Note that we implement the link-based piggy-backing atpaniin our design, meaning that
the piggy-backing degree depends only on the loss rate bfssecific link, not on the
client-to-client loss condition. A parent node use the spiggy-backing degree for its own

speech frames as well as its relayed frames.

4.5.6 Receiving and playing-out speech packets

Each client uses a single UDP receiver socket for all thenimiag streams. A client extracts
the speech packets and puts the encoded frames into themamckng receiver jitter buffer. A
parent node, in addition, also needs to put the encoded $rarteethe relay buffers.

All clients use a pre-encoded silence frame to replace tbrca-suppressed packets at the
receiver buffer.

At the scheduled play-out time, the client decodes the veddrames in the jitter buffer and

mixes the voice streams before they are sent to the WAVE-QUifEh

4.5.7 Failure detection and recovery

If a VoIP client (say,4) cannot receive any packets from another client (89yfor more than

10 seconds, our system assumes a failure. There are twblgossisons:

1. ClientB falils.

2. The link between clientd and B fails.
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In the first case, we can simply disregard the failed cliemthe second case, our current
system does not have a self-recovery mechanism. A furtbpristo implement failure recovery in
the VoIP conferencing system design. We assume that thd sli&ting the conference (s&) is
still working and all TCP connections are successful (aties, the only way is to restart the

conference). The failure can be recovered by performindath@ving steps:

1. A sends a TCP emergency messag# tndicating that it cannot reach.

2. S receives the emergency message and broadcasts to allghts @i the conference that the

topology needs to be redetermined.

3. UDP probe packets are sent again using the full-meshdgpathile UDP speech packets

are sent simultaneously.
4. Each client informs of the new network statistics, arfticalculates the new topology.

5. S informs all clients the new topology, and each newly deteadiparent node prepares its
relay buffers for the new topology. Note that in order to dvgaps in the received streams,

the old topology and the new one require an overlapping wgrkme.
6. Once the new topology is set and functioning well, eagmtlieleases memory for the old
topology.
4.5.8 Other components implemented

The following is a list of all critical components that areglemented in our VoIP
conferencing design. Implementations of these comporsatdom existing open source libraries

offered by the Speex codec and tienple Directmedia LaygiSDL) library [66].

Silence suppression

From our experiences in a multi-party conferencing, uguaily a small portion of people will
speak at the same time, and most of time there is only one epéeiis suggests that we can

reduce the network bandwidth burden to a large extent byamphting silence suppression. Note
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that the goal is not to suppress the silences within a spegghent, but to suppress those between
two consecutive speech segments.

In order to differentiate the voice and the silence partshawee used the voice activity
detection (VAD) mechanism in Speex, which can detect whetieeaudio frame being encoded is

speech or silence/background noise by monitoring its epee!

Speech enhancement

Background noises from the microphone and sound card caadkethe LOSQ of the
listeners. These noises can be suppressed by reducing rthienthie speech spectrum using an
adaptive filtering approach [67, 68]. In our implementatime have utilized the preprocessing
library provided by Speex, which can effectively supprésshiackground noises and enhance

listening perceptual quality.

Echo cancellation

Echo in voice transmission usually occurs for two reasohbsalialog signals transmitted
through a place where two-wire cord changes to four-wirel @od the characteristic impedances
of the two cords mismatch; (2) audio outputs leaked into tiddainputs [69, 70].

In our current VoIP implementation, because the speechfaans are digitally encoded, and
because digital packets are transmitted over a wired otegsdnternet, no echo due to the first
reason can occur. When we use a microphone to listen and spgekconferencing, unless two
participants are sitting nearby, it is highly unlikely thlaé output sound can be leaked into the
input of its own microphone or other microphones. If someisngsing a speaker for the audio
output, however, these sounds can be leaked into the mimne@phput, and VoIP users can hear
the echoes in this case.

We have used the echo cancellation component in Speex toaetinoes. Because it requires
an initial estimation of the time shift between the echoastae original signals, however,

sometimes this component may not be very effective.
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Automatic gain control

A current VoIP system such as Skype can automatically athestolume of its audio input in
order to reach best listening quality. In our implementatiwe have used the SDL library to
achieve automatic input gain control. The open sourcerlyfzan differentiate the speech and
silence/background noise component in an audio frame, @udtaonly the speech component to a

certain gain.

Mixing of multiple speakers

We have also used a mixing component provided by SDL librami speeches from

multiple speakers. The mixed signals are sent to the soudda@aaudio output.

4.6 Generalization of Results Using SVM

Subjective quality can best describe human perception@péahformance of a VolP system;
however, it is impossible to do subjective rating on-lineg gubjective tests are rather costly
off-line. Instead, objective metrics can be easily obtdibeth on-line and off-line, which
motivates us to relate these metrics to subjective opiremasgeneralize the results. Based on the
generalization and objective metrics, we can select arrithgo at run time to achieve the best

subjective conversational quality.

4.6.1 Mapping from objective metrics to subjective opiniois

As mentioned in the previous sections, there are too marmctig metrics that influence the
perceptual quality of VoIP listeners. We know that subjectjuality is not a linear combination of
multiple objective metrics. For example, a lower PESQ wittaier MS variations is preferred
over a higher PESQ with larger MS variations. Sometimes #évembsolute value of PESQ
difference of two outputs may really matter. The subjectivenparison of a pair of VoIP outputs
depends on a complex nonlinear curve that may include atlotiibe metrics and their difference
in absolute-value form. It is difficult to determine such aweuby a simple model.

In order to address this issue, we presestigport vector machingSVM) classifier to do the
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mapping in this chapter. The goal of the SVM in our study isredict the comparative subjective
perceptual quality based on the extracted objective meagirtwo systems. SVM supports

multi-class classifications, which help predict subjeetigtings with multiple output possibilities.

4.6.2 Overview of SVM

SVM is a powerful tool developed by Vapnik and his group at ATRell Lab for data
classification [71]. Its principle is to use a hyperplanedparate two classes. The determination
of the hyperplane is based on the maximization of the mangghtiae minimization of the errors
between theraining databelonging to two classes. The resulting hyperplane can &e tas
predict the output of unsedasting data

There are numerous SVM implementations nowadays, suchB8JM [72] and
Light-SVM [73]. In our study, we use LIBSVM for its fast speadd user-friendly interface, as
well as its ability to support multi-class classificatioh$8SVM was developed by Chih-Chung
Chang and Chih-Jen Lin in the National Taiwan University.

LIBSVM is based on the C-support vector classification (Cc3eveloped by Boser et
al. [74] in 1992 and Cortes and Vapnik in 1995 [71]. Let thput feature vectorbex; € R",

i =1,...,1and theoutput vectobey € R’ such thaty; € {1, —1}. A data set that is linearly

separable by using a hyperplane ga b) can be expressed as:

yi=1l:w.X,+b > 1, Vx; € Class1 (4.6)

yi=—1l:w.x;+b < -1, ¥Vx; € Class 2 4.7)

The decision function can be expressed in Eq. (4.8). By degithe input sample is at which

side of the hyperplane, the sample can be classified intoaiiesponding category.

Jw,p = sign(w.Xx+b) (4.8)

To be suitable for diverse tasks that may include nonlinel@tions, a mapping of input

variablex to a higher dimensional feature space» ¢(x) is commonly implemented by using the
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Gaussian RBF kernel (Eqg. (4.9)). Using this method, a lisearer can be applied to a more

accurate extent that only nonlinear solvers can solve wiker

K(x,y) = exp(—|x — y||?) (4.9)

By constructing an error function (Eg. 4.10), SVM can be edlas a quadratic programming
(QP) problem. A simple linear solver can be implemented toeae faster and better results as
compared to a non-linear solver. A decomposition algorithiwften implemented to iteratively

solve sub-problems and guarantee global optimality inri@esduce the memory requirement.

L 1
Minimize y, ®(w) = §Hw|]2 (4.10)
subjectto y;(w.x; +b) > 1, i=1...L. (4.12)

Note that C-SVC itself supports only two-class classifaragi When there are multiple classes
in the task, LIBSVM determines hyperplanes for each pailagses first and then uses a voting
approach to decide the exact class [72].

The general approach of using SVM classifier is illustratefbiows. We choose a set of data
calledtraining datathat can evenly represent different classes. The SVM Ildertraining data
and generate a model that can achieve a classification Hgperwith the highest accuracy. After
validating the learned SVM model using training data, wethseclassifier to predict the results of

unseertesting data

4.6.3 Statistical significance of preferences

To determine the dominant opinion between two algorithndeua given condition (with
> 50% probability and a certain level of statistical significame®ur study), we model the
subjective opinions by a multi-nomial distribution with dgsible outcome$—1, 0, 1, 2} as
discussed in Section 4.4, assuming the independence ofesrhpttingz 1, zg, x1, 22 be the
number of votes for each outcome, gnd, po, p1, p2 be the probability of voting for these

outcomes, the multi-nomial model can be expressed as tlogvfo probability mass function:

71



(x—1 + o+ 21+ 22)! 4
Tr_1:Xp: L1: T2-

In order to make statistical decisions using experimerdtd,dve conduct hypothesis testing
by selectively combining three options and produce an edgm¢ binomial distribution that
represents thior andagainstprobabilities of the opinion.

Option< is dominantif the following hypothesis is accepted:

H: (pi, ij> is drawn frombinomial(N, p > 0.5) (4.13)
j#i
whereN is the number of samples.

To conduct hypothesis testing to determine which opirdigdominang the following terms

are defined:

1. Null HypothesisH: <pi, >t pj> is drawn randomly fronbinomial (N, p > 0.5).
2. Alternate Hypothesisl;: <p2-, > ki pj> is drawn with statistical significance from
binomial(N,p > 0.5).

3. Significance Level: the significance value that the tests can rule out the npibthesis.

We seta = 20% ~ 40% in our experiments depending on the significance requirémen

4. P-value: the probability of voting for the dominant opimifrombinomial(N, p > 0.5),

which can be obtained by the cumulative density function F&D

Givena andp > 0.5, and K out of N samples need to agree on an opinion if this opinion is

dominant, the relation betweern N and K satisfies:

K

N . .

argming » 20505V > 11—« (4.14)
i=0 1

For instance, for 90%, 80%, and 70% significance (correspgro o = 10%, 20%, and

30%), we know from Eq. (4.14) that 27, 25, and 24 out of 45 sampéesirio agree on an opinion.
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In case there is no dominant opinion, say, if the resultingg@age voting for the four scores

is (33%, 33%, 33%, 0), we call this situatiarconclusive(IC).

4.6.4 SVM methodology and example

In our study, we have multiple pairs of speech output wave$orEach waveform contains
several speech turns (segments) separated by silencdgdfiar two waveforms in a pair,
objective metrics such as MS, CS, CE, and PESQ may be diffefdmwant to compare in each
pair which one leads to a better subjective perceptual tyuglowever, it is difficult to formulate a
mapping curve to get the subjective results from these tigemetrics, and it is rather costly to
do the subjective tests for each pair. Hence, we have reztoiISVM to generalize our results.

The following example illustrates the methodology and qapraach.

1. Extract all objective metrics for each waveform outpuatTable 4.1, we are interested in 11
metrics, including CE, CS, MS (average, minimum, maximung, @ariance), CMSR

(average, minimum, and maximum), and PESQ (average andnunin).

2. Conduct subjective perceptual quality tests in SectiBrB40 compare every pairs of
waveforms. Suppose that there @&fgpairs of output waveforms for comparisons. We
invited nine people in the test, and the comparison resatise expressed in (number
voting for worse, number same, number better), represggiti|n number of votes in each
opinion correspondingly. One example of the comparisooaut is (1, 7, 1), meaning that
one person thinks that the listening quality of the first waxm is better than the second,
and seven people think that the listening quality of bothef@xms are approximately the
same, while another one person thinks that the first wavef®iratter than the second. The
sum of votes for each opinion should be equal to the total rurabpeople in the tests,
which is 9 in this test. Note that currently we do not consideomparable situations, just

for simplicity.

3. UselJ pairs as the training data to generate the SVM predictionenaad A pairs as the
testing data to verify the model, satisfying+ K = N. All 11 of the metrics extracted in

Table 4.1 are employed as input features. The training ddt¥BiSVM is represented by
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Table 4.1: Sample SVM input features using ConversatiomdeO1 and Trace Set 3.

Features | Person1]| Person2| Person3]| Person4| Person5]
CE 0.644 0.646 0.684 0.605 0.653
CS 3.142 2.875 2.142 2.232 2.277
avg MS 1231 1221 1072 1216 1199
min MS (excl. HRD) 880 880 880 885 885
max MS 2765 2530 1885 1975 2015
Al var MS 617.45 568.71 331.92 407.94 386.43
avg CMSR 1.89 1.76 1.61 1.64 1.52
min CMSR 1.04 1.04 1.01 1.16 1.14
max CMSR 4.42 3.33 2.48 2.23 2.65
avg PESQ 3.184 3.145 3.823 3.132 3.236
min PESQ 0.077 0.101 2.336 0.101 0.101
CE 0.648 0.65 0.652 0.653 0.654
CS 2.13 1.904 1.88 1.811 1.204
avg MS 1278 1266 1226 1266 1252
min MS (excl. HRD) 960 1040 1045 1085 1200
max MS 2045 1980 1965 1965 1445
A4 var MS 367.29 354.15 403.07 335.23 227.69
avg CMSR 1.53 1.53 1.74 1.56 1.27
min CMSR 1.03 1.03 1.03 1.06 1
max CMSR 2.71 2.61 2.59 2.59 1.89
avg PESQ 3.516 3.554 3.911 3.864 3.804
min PESQ 0.245 1.277 3.374 3.327 3.327
Subjective Raw Resulty  (1,4,4) (0,2,7) (1,7,2) (0,3,6) (1,2,6)
P1 OoP 2 1 0 1 1
OP1 1 0 1 0 1
P2 OP 2 4 2 7 3 2
OP 3 4 7 1 6 6

Note: Al: Non-adaptive play-out scheduling. A4: Distribditequalization. MS is rep-
resented in msec. Subjective raw results are presentedulbyb@r worse, number same,
number better). P1 and P2 are the two approaches of SVM otdpregsentations in Sec-
tion 4.6.4. OP is the SVM output class number.
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lines (corresponding td pairs of training data) in the format of

(OP IP1 IP2 IP3 IP4 ... IP22), whereOP is the output result antP is the input
features. There are a total of 22 input features in our testesponding to 11 metrics for the
first waveform output and another 11 metrics for the secoraddomparison pair. An

example of the 22 features is listed in each column in Taldle 4.

. The SVM output is the subjective results. When we use thiel Sklere are two approaches

to represent the output.

e The first approach, indicated by P1 in Table 4.1, is to use fmnly classes (either class
—1,0,10r2)asOP in LIBSVM. Classes-1, 0 and1 correspond to whether an output
waveform is worse than, same as, or better than the otherfavaveespectively. Class
2 means that the comparison will not lead to any inconclusegelt, and will be
explained later in an example. The goal of the SVM classifi¢o ipredict which class
is most accurate for testing data. Because the unprocesbggttive results are
represented by (number worse, number same, number betéehave to apply
hypothesis testing to determine whether the results arags€1, 0, 1 or 2. Since we
have nine people to do the subjective tests, for 70% signifieave know from Eq.
(4.14) that the output belongs to a class (or a class is dam)iifat least six people
vote for this class. For example, if the comparison resylt g, 1),0P is 0, meaning
that the first waveform is worse than the second. If there am@are than 6 people
voting for any of the three opinions (e.g. 1, 4, 4), this satiye comparison leads to an
inconclusive result, an@P is 2 in this case. The advantage of this approach is that

SVM only needs to be trained once before a prediction modgierated.

e The second approach, indicated by P2 in Table 4.1, is to thaiisVM data before
hypothesis testing is applied. Since there are three amriiothe subjective
comparisons representirigP 1, OP2 andOP3, the data should be trained three times
for each opinion, and three SVM models are generated. Fantpt of each SVM

model, there can be up to 10 classes (ranging from 0 to 9) teseptOP.

Because of the precision of the SVM fitting and the limited bemof training data, the
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second approach may lead to a problem when the sum of padmtitputs generated from
the three SVM models using the the testing data is not equa($ay 6, 4, 2), which poses a

problem in the hypothesis testing. Hence, we adopt the fomtoach in our study.

5. After the SVM data is trained and the model is generatedshwald verify the original
training data. A good SVM model should lead to a predictiocuaacy of at least 80-90%.
Otherwise, the selection of the training data may not be@pjate. Two factors can affect
accuracy: (1) the number of samples in each class may notédeealy divided as possible;

(2) noise causes many samples that are not easily separable.

6. Use the SVM model learned to predict the testing data arify ke prediction result with

actual subjective test results.

7. If we want to compare the performance of two systems arre toeC' clients in the
multi-party VolP conference, we should combine@ltomparisons and make an overall
assessment. SuppoSe= 5 and nine people do the subjective tests; there is a total of 45
votes. According to Eq. (4.14), if we want to achieve a sigaifice of at least 70%, there
should be at least 24 votes in favor of of one opinion. Othsewihe two systems are called

inconclusive.

4.7 Summary

In this chapter, we have studied the multi-party conversali model and have proposed new
objective and subjective metrics that can better describdecgaluate the quality of a VoIP
conferencing system. Based on the proposed measures daebffa illustrated in Chapter 1, we
have designed algorithms for the core components of thersyd€ey issues are discussed for the
implementation of a real system. We have proposed a systeapgiroach for the evaluation, and
this approach can be generalized to any unseen network amdrsational condition.

Based on experiments conducted on our system and Skypevextact relevant objective
metrics impacting conversational quality. Subjective pansons are also conducted so as to find
a mapping from the objective results to subjective ratimysutilizing the mapping generated

from the SVM classifier, we can predict, in four play-out sihiéng algorithms, the one to achieve
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the best subjective perceptual quality. We present a ddtdiita analysis and results discussion in

the next chapter.
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CHAPTER 5

ANALYSIS OF EXPERIMENT
RESULTS

In this chapter, we conduct multi-party VolP conversationuations using our VoIP system
and Skype. We present complete objective and subjectiuttsdsom our study and give an
in-depth discussion of these results. We generalize therempntal data using LIBSVM and
develop a classifier that can learn to select the best dhgonitsing learning examples derived from

subjective tests under limited network and conversationaditions.

5.1 Experiment Setup

In this section, we conduct simulations both on our VolPesysand Skype (Version
3.5.0.214). The experiment setup is shown in Figure 5.1.tdpelogy is determined by the
proposed greedy approach (Code 4) in our design and mayfbeedif from what is shown in
Figure 5.1 in terms of the number of parent nodes. In our Vigiesn, we also implement four

play-out scheduling algorithms:

1. Non-adaptive play-out scheduling: The fix jitter buffezresis set to be 60 msec.

2. Histogram-based adaptive play-out scheduling (nomperive): We dynamically adjust
the jitter buffer size based on the previous 10-sec Intetakety history.

3. Histogram-based adaptive play-out scheduling (cotipejaWe use Eq. (4.5) to schedule
the play-out time.

4. Distributed equalization: Play-out time of each speagmneent is scheduled according to
the algorithm illustrated in Code 5.
We design &onference Human Response Simuld@HRS) at each computer that can
communicate with any VoIP software via the Virtual Audio GapvAC) software, which behaves
like a virtual pipe for audio transmissions. The goal of CHR® simulate a multi-party

conversation with smooth turn-taking among participamnis &ithout double-talks.
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CHRS + CHRS

CHRS + CHRS

Figure 5.1: The configuration in our simulation.

By using a predefined order in which participants conversemna particular participant’s turn
is up for conversation, its CHRS waits for a preset time afegecting the end of the previous
speech, before sending some prerecorded speech wavetthesMolP software. To allow the
analysis of quality, CHRS also records the spoken wavefa@snsell as the waveforms heard from
other participants.

We also use Wireshatkn each node to monitor incoming and outgoing packets.

To facilitate repeatable experiments and to allow the biehaf VoIP systems under different
scenarios to be examined, we use in our simulations the fiegades of Internet traces collected
from PlanetLab in Chapter 3 (Table 3.4) and two 5-party cosatéons extracted from videos.
Table 5.1 summarizes the average, minimum, and maximunedétigths of speech segments and
the conversation order of two multi-party social convewset extracted from a television series.
One conversation consists of fifteen turns from three fesnatel two males, and the other has
thirteen turns from two females and three males.

We process the waveforms in each of the conversations framdystems. Based on the
boundaries extracted from the spoken and heard waveformsepmpute the MS perceived by
each client between two segments, as well as CMSR, CS, anBdCEEach segment, we also
evaluate its LOSQ using PESQ. Finally, we conduct subjed#sgts that compare each of the
conversations generated by the four play-out scheduliggridhms implemented in our system

and the corresponding conversations of Skype. In our teat$) test subject was presented with

TheWireshark protocol analyzer is available under the GN&he@al Public License version i t p: / / www.
wi reshark.org/.
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Table 5.1. Characteristics of speech segments in two fivig-jgacial conversations used in our
experiments.

Set Length (ms) Conversation

Avg Min Max Order
1 || 2222 600 4400 A, C,ABCED,B,CD,B,C,D,B,C
2 || 1603 630 3350 B,AC,BDEC,D,B,C,B

3 ’ ’ ) )

two conversations and was asked to compare the quality ofedaive to another, using the
subjective perceptual quality proposed in Chapter 4. Incoarent comparisons, we do not

consider incomparable situations.

5.2 Topology

Table 5.2 summarizes the overlay topology generated byreedy approach using the seven
trace sets presented in Table 3.4. Parent nodes are spati$ieaded boxes. We can see from the
table that Trace Sets 3 and 4 will lead to an overlay with twepis because of the large diversity
of network latencies, while other trace sets generate amiyparent. Figures 5.2 and 5.3 show the

two-parent overlay topology for Trace Sets 3 and 4 in Table 3.

5.3 Results on Objective Metrics

Table 5.3 summarizes the extracted objective results frenfidur play-out scheduling
algorithms implemented in our VoIP system using differegtivork and conversational conditions.
In general, a dynamic play-out scheduling algorithms catebadapt to network jitters and
improve PESQ when compared to a fixed-jitter-buffer al¢ponit Under the circumstance when
there are large diversities of MED, the distributed equagicn algorithm can greatly reduce CS by
up to 25% at the expense of slightly lowering CE as comparedhter algorithms, and the average
CMSR also becomes apparently smaller.

Table 5.4 summarizes the extracted objective results freypé& By comparing Skype output
and the distributed equalization algorithm implementedunVolP system, the results show that

CSs and average CMSRs from Skype are larger than those froaystem, which means greater
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Table 5.2: Overlay topology generated by our proposed grapdroach. Parent nodes are specified
in shaded boxes.

Set1 Set2 | Set3 Set 4 Set5 | Set6 | Set7 |
CAUS NY,US BJ,CN SD,CN CA,US BJ,CN Canada
IL,US OR,US IL,US Japan Canada UK India
Germany | TX,US Hungary TJ,CN HK TX,US CA,US
MD,US CAUS SH,CN TX,CN NH,US | Canada| SC,CN

UK MO,US Taiwan Uruguay | AH,CN SX,CN AH,CN

Figure 5.3: Overlay topology for Trace 4 in Table 3.4. Eachbar shows the delay in msec.
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MS variations. The resulting PESQs from Skype are much smathich means poorer LOSQ.

5.4 Subjective Comparison Results

Table 5.5 summarizes the subjective comparison resuligeleet any two of four play-out
scheduling algorithms implemented in our VoIP system undepus network and conversational
conditions. In general, we find that at low diversity of netlwdelays, the majority of the subjects
vote for approximately the same condition, regardless dadthér the Internet links are lossy or
not. When there is a larger diversity of network delays ¢eijg over the links, the distributed
equalization algorithm has a preference over other twotagaplay-out scheduling algorithms,
and all three adaptive algorithms are preferred over fixegt jpuffering.

Table 5.6 summarizes the results between conversationtdugmn Skype and our system
using distributed equalization. We find that except for th& tivo trace sets, where jitters and
losses are seldom and MED diversity is small, our VOIP syssgoneferred over Skype on all other

trace sets.

5.5 Generalization Using SVM

5.5.1 Generalization approach

Since our goal is to predict the comparative subjectiveqmt@l quality from the extracted
objective metrics of two outputs, the input features we ns8\M are all 22 related objective
metrics that might impact the subjective perceptual gqualiE; CS; the minimum (excluding
HRD), maximum, average, and variations of MS; the minimuraximum, average of CMSR; and
the minimum and average of PESQ of an output as well as the bihebjective metrics. The
maximum PESQ is not included in the input features, becausari simulation the speech
segment of a client with the best PESQ is always the cliemtis atterance. Table 4.1 has already
shown sample input features in comparing non-adaptive-glayscheduling and distributed
equalization algorithm using conversation order set 1 ac&rSet 3, and for all the five clients in

the conference.
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Table 5.3: Objective results for the four play-out schaayklgorithms implemented in our system
for Trace Sets 1-7 shown in Table 3.4.

| Person | TS/CS/Algorithm | CE | CS | avgCMSR | minPESQ |
Person 1 0.707 1.324 1.19 3.482
Person 2 0.708 1.477 1.22 3.374
Person 3 TS1/CS1/Al1 0.711 1.362 1.31 3.374
Person 4 0.708 1.273 1.24 3.374
Person 5 0.707 1.364 1.22 3.374
Person 1 0.718 1.348 1.16 3.482
Person 2 0.718 1.525 1.18 3.374
Person 3 TS1/CS1/A2 0.722 1.284 1.23 3.374
Person 4 0.719 1.256 1.19 3.374
Person 5 0.718 1.286 1.15 3.374
Person 1 0.717 1.348 1.17 3.482
Person 2 0.718 1.452 1.18 3.374
Person 3 TS1/CS1/A3 0.721 1.284 1.23 3.374
Person 4 0.718 1.210 1.18 3.374
Person 5 0.717 1.286 1.15 3.374
Person 1 0.716 1.233 1.12 3.482
Person 2 0.716 1.452 1.17 3.374
Person 3 TS1/CS1/A4 0.719 1.179 1.22 3.374
Person 4 0.716 1.226 1.20 3.374
Person 5 0.715 1.227 1.13 3.374

| Person | TS/CS/Algorithm | CE | CS | avgCMSR | minPESQ |
Person 1 0.715 1.233 1.11 3.482
Person 2 0.715 1.386 1.15 3.374
Person 3 TS2/CS1/A1 0.718 1.233 1.25 3.374
Person 4 0.715 1.226 1.21 3.374
Person 5 0.715 1.227 1.15 3.374
Person 1 0.726 1.248 1.13 3.482
Person 2 0.725 1.375 1.14 3.374
Person 3 TS2/CS1/A2 0.728 1.136 1.15 3.374
Person 4 0.725 1.238 1.18 3.374
Person 5 0.725 1.300 1.16 3.186
Person 1 0.724 1.248 1.12 3.482
Person 2 0.724 1.425 1.16 3.374
Person 3 TS2/CS1/A3 0.727 1.136 1.15 3.374
Person 4 0.724 1.238 1.19 3.374
Person 5 0.724 1.300 1.14 3.374
Person 1 0.719 1.262 1.11 3.482
Person 2 0.72 1.250 1.11 3.374
Person 3 TS2/CS1/A4 0.723 1.130 1.18 3.374
Person 4 0.719 1.175 1.18 3.374
Person 5 0.72 1.238 1.13 3.359

Continued on next page

Note: Al: Non-adaptive play-out scheduling; A2: histogrhased adaptive play-out schedul-
ing (non-cooperative); A3: histogram-based adaptive -platyscheduling (cooperative); A4:
distributed equalization. TS: Trace set; CS: conversaairshown in Table 5.1.
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Table 5.3: Continued.

| Person | TS/CS/Algorithm | CE CS | avwgCMSR | minPESQ |
Person 1 0.644 3.142 1.89 0.077
Person 2 0.646 2.875 1.76 0.101
Person 3 TS3/CS1/A1 0.684 2.142 1.61 2.336
Person 4 0.605 2.232 1.64 0.101
Person 5 0.653 2.277 1.52 0.101
Person 1 0.667 2.292 1.62 0.440
Person 2 0.669 2.357 1.58 0.440
Person 3 TS3/CS1/A2 0.671 2.292 1.73 2.385
Person 4 0.628 2.441 1.66 0.440
Person 5 0.673 1.805 1.38 0.440
Person 1 0.665 2.188 1.59 0.440
Person 2 0.667 2.250 1.58 1.311
Person 3 TS3/CS1/A3 0.660 2.188 1.76 2.461
Person 4 0.669 2.325 1.59 1.456
Person 5 0.670 1.678 1.36 1.704
Person 1 0.648 2.130 1.53 0.245
Person 2 0.650 1.904 1.53 1.277
Person 3 TS3/CS1/A4 0.652 1.880 1.74 3.374
Person 4 0.653 1.811 1.56 3.327
Person 5 0.654 1.204 1.27 3.327
| Person | TS/CS/Algorithm | CE CS | avgCMSR | minPESQ |
Person 1 0.678 1.642 1.46 3.482
Person 2 0.678 1.717 1.34 3.374
Person 3 TS4/CS1/A1 0.683 1.909 1.63 3.374
Person 4 0.676 1.898 1.54 3.374
Person 5 0.679 1.773 1.41 3.374
Person 1 0.687 1.806 1.50 3.482
Person 2 0.686 1.875 1.34 3.374
Person 3 TS4/CS1/A2 0.691 2.050 1.60 3.374
Person 4 0.684 2.037 1.53 3.374
Person 5 0.688 1.751 1.41 3.374
Person 1 0.684 1.597 1.42 3.482
Person 2 0.683 1.705 1.29 3.374
Person 3 TS4/CS1/A3 0.687 1.952 1.59 3.374
Person 4 0.681 1.941 1.52 3.374
Person 5 0.685 1.682 1.38 3.374
Person 1 0.665 1.517 1.26 3.482
Person 2 0.665 1.493 1.27 3.374
Person 3 TS4/CS1/A4 0.671 1.708 1.62 3.374
Person 4 0.665 1.632 1.50 3.374
Person 5 0.668 1.473 1.31 3.374

Continued on next page
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Table 5.3: Continued.

| Person | TS/CS/Algorithm | CE CS | avwgCMSR | minPESQ |
Person 1 0.678 1.430 1.28 3.265
Person 2 0.677 1.917 1.41 3.374
Person 3 TS5/CS1/A1 0.683 1.792 1.57 3.374
Person 4 0.677 1.751 1.51 3.374
Person 5 0.675 2.036 1.47 3.374
Person 1 0.689 1.405 1.24 3.068
Person 2 0.689 1.913 1.37 3.374
Person 3 TS5/CS1/A2 0.694 1.783 1.47 3.374
Person 4 0.689 1.689 1.43 3.374
Person 5 0.686 2.144 1.48 3.374
Person 1 0.688 1.449 1.25 2.659
Person 2 0.687 1.913 1.34 3.374
Person 3 TS5/CS1/A3 0.693 1.708 1.47 3.374
Person 4 0.687 1.689 1.44 3.374
Person 5 0.685 2.144 1.47 3.374
Person 1 0.673 1.571 1.25 2.555
Person 2 0.674 1.604 1.30 2.974
Person 3 TS5/CS1/A4 0.679 1.512 1.54 3.374
Person 4 0.674 1.306 1.39 2.974
Person 5 0.672 1.941 1.42 2.974
| Person | TS/CS/Algorithm | CE CS | avgCMSR | minPESQ |
Person 1 0.614 1.972 1.41 2.456
Person 2 0.613 1.456 1.29 2.456
Person 3 TS5/CS2/A1 0.611 2.085 1.40 3.813
Person 4 0.617 1.500 1.39 2.456
Person 5 0.611 2.204 1.35 2.456
Person 1 0.625 1.859 1.37 1.838
Person 2 0.624 1.387 1.25 1.838
Person 3 TS5/CS2/A2 0.622 1.859 1.34 3.813
Person 4 0.627 1.409 1.34 1.838
Person 5 0.622 2.092 1.34 1.838
Person 1 0.623 1.859 1.35 1.838
Person 2 0.622 1.369 1.25 1.838
Person 3 TS5/CS2/A3 0.619 1.859 1.33 3.813
Person 4 0.625 1.409 1.38 1.838
Person 5 0.620 2.092 1.33 1.838
Person 1 0.592 1.823 1.35 1.830
Person 2 0.598 1.542 1.37 1.830
Person 3 TS5/CS2/A4 0.593 1.590 1.30 3.813
Person 4 0.601 1.393 1.47 1.830
Person 5 0.592 1.880 1.32 1.830

Continued on next page
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Table 5.3: Continued.

| Person | TS/CS/Algorithm | CE CS | avwgCMSR | minPESQ |
Person 1 0.684 1.678 1.23 1.635
Person 2 0.677 1.288 1.13 1.635
Person 3 TS6/CS1/Al1 0.681 1.818 1.55 1.635
Person 4 0.665 1.560 1.45 1.689
Person 5 0.675 1.514 1.28 1.635
Person 1 0.668 1.795 1.29 1.887
Person 2 0.663 1.423 1.17 1.887
Person 3 TS6/CS1/A2 0.670 2.400 1.72 1.887
Person 4 0.649 1.684 1.61 0.036
Person 5 0.662 2.083 1.42 1.887
Person 1 0.666 1.710 1.29 1.745
Person 2 0.662 1.423 1.17 1.935
Person 3 TS6/CS1/A3 0.668 2.286 1.72 1.745
Person 4 0.650 1.684 1.59 0.071
Person 5 0.660 1.989 1.40 1.745
Person 1 0.656 1.558 1.30 2.612
Person 2 0.649 1.589 1.22 1.637
Person 3 TS6/CS1/A4 0.655 1.770 1.77 1.637
Person 4 0.648 1.622 1.62 1.637
Person 5 0.648 1.585 1.39 1.637
| Person | TS/CS/Algorithm | CE CS | avgCMSR | minPESQ |
Person 1 0.585 1.672 1.41 3.257
Person 2 0.584 1.814 1.58 2.315
Person 3 TS6/CS2/A1 0.584 1.814 1.39 2.315
Person 4 0.592 1.475 1.58 2.315
Person 5 0.586 1.153 1.14 2.315
Person 1 0.592 1.839 1.41 3.257
Person 2 0.591 1.757 1.54 2.390
Person 3 TS6/CS2/A2 0.591 1.852 1.38 2.390
Person 4 0.599 1.493 1.53 2.390
Person 5 0.593 1.153 1.14 2.390
Person 1 0.590 1.672 1.37 3.257
Person 2 0.590 1.678 1.53 2.390
Person 3 TS6/CS2/A3 0.590 1.768 1.39 2.390
Person 4 0.597 1.493 1.54 2.390
Person 5 0.591 1.204 1.14 2.390
Person 1 0.586 1.437 1.34 3.257
Person 2 0.585 1.326 1.47 2.390
Person 3 TS6/CS2/A4 0.585 1.519 1.39 2.390
Person 4 0.592 1.493 1.56 2.390
Person 5 0.585 1.364 1.18 2.390

Continued on next page
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Table 5.3: Continued.

| Person | TS/CS/Algorithm | CE | CS | avgCMSR | minPESQ |
Person 1 0.651 4,733 1.76 0.000
Person 2 0.684 1.795 1.36 3.374
Person 3 TS7/CS1/A1 0.654 5.079 1.73 0.000
Person 4 0.649 5.252 1.94 0.000
Person 5 0.638 5.641 1.95 0.000
Person 1 0.653 3.137 1.83 3.482
Person 2 0.651 3.205 1.83 3.374
Person 3 TS7/CS1/A2 0.655 2.733 1.82 3.374
Person 4 0.651 3.256 2.06 3.374
Person 5 0.605 3.185 1.55 1.539
Person 1 0.651 3.006 1.67 3.482
Person 2 0.649 3.071 1.77 3.374
Person 3 TS7/CS1/A3 0.652 2.733 1.82 3.374
Person 4 0.649 3.101 1.98 3.374
Person 5 0.651 2.988 1.53 2.098
Person 1 0.646 3.006 1.57 3.482
Person 2 0.643 2.789 1.64 3.374
Person 3 TS7/CS1/A4 0.647 2.492 1.79 3.374
Person 4 0.643 3.036 1.81 3.374
Person 5 0.642 3.938 1.58 3.005

The output is the dominant opinion of the subjective congaariresults using hypothesis
testing. As mentioned in Section 5.1, a person in our studly meeds to select one of the
following three opinions-{1, 0, 1) corresponding to (worse, about the same, better). There ar
nine people doing the subjective tests. As discussed int€hdpan opinion is dominant with at
least 70% significance if at least six people vote for thisimpi. If there are no more than six
people voting for any of the three opinions, this subjectismparison leads to an inconclusive
result. Therefore, the output of the SVM is one ofl( 0, 1, 2), where class 2 means inconclusive.

In order to generate learning patterns for the SVM classifierlearning sample data we use in
our study are the objective measures and subjective cosgparésults of Trace Sets 1, 3, 5, 6, and
7 that can represent all the five classes in Table 3.4 and sati@n order set 1 in Table 5.1. To
examine whether the learned classifier can generalize $iise¢o unseen similar network
conditions, we test the input data generated using Trace2Satd 4 and the same conversational
order (Conversation Set 1). To examine whether the classdi® generalize the results to unseen
conversational conditions, we test the inputs generatie) 0sace Sets 5 and 6 and a different

conversational order (Conversation Set 2).
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Table 5.4: Objective results for Skype’s output.

CS1/Ts1 CE CSs MSRAvg PESQMin
Person 1 0.628 2.237 1.36 2.222
Person 2 0.647 2.727 1.55 1.615
Person 3 0.701 1.995 1.72 1.773
Person 4 0.682 1.725 1.66 2.666
Person 5 0.663 1.674 1.32 1.822
CS2/TS1 CE CSs MSRAvg PESQMin
Person 1 0.652 2.128 1.32 2.378
Person 2 0.679 2.148 1.45 1.651
Person 3 0.683 1.988 1.72 2.557
Person 4 0.679 1.567 1.53 1.982
Person 5 0.691 1.242 1.25 2.385
CS3/TS1 CE CSs MSRAvg PESQMin
Person 1 0.596 2.917 1.72 1.528
Person 2 0.642 2.988 1.84 1.284
Person 3 0.642 3.899 2.26 1.907
Person 4 0.626 2.348 1.68 1.316
Person 5 0.646 1.534 1.37 1.882
CS4/TSs1 CE Cs MSRAvg PESQMin
Person 1 0.587 3.219 1.71 2.352
Person 2 0.63 3.405 2.02 2.092
Person 3 0.633 3.242 2.34 1.984
Person 4 0.653 2.052 1.92 2.082
Person 5 0.637 1.484 1.47 2.190
Continued on next page

Abbreviations: TS: Trace order set in Table 3.4; CS: coat@sB set
shown in Table 5.1.
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Table 5.4: Continued.

CS5/TS1 CE CS MSRAvg PESQMin
Person 1 0.61 2.843 1.52 2.381
Person 2 0.614 3.227 1.68 1.753
Person 3 0.643 2.805 2.11 1.676
Person 4 0.661 2.232 1.71 1.416
Person 5 0.644 1.260 1.37 2.026
CS5/TS2 CE CS MSRAvg PESQMin
Person 1 0.527 2.081 1.89 0.790
Person 2 0.547 5.452 3.51 1.134
Person 3 0.564 1.736 2.89 0.537
Person 4 0.614 4,113 2.63 1.369
Person 5 0.571 2.007 1.64 1.869
CS6/TS1 CE CS MSRAvg PESQMin
Person 1 0.477 2.177 1.70 0.883
Person 2 0.535 2.354 2.16 0.125
Person 3 0.581 2.280 1.69 0.815
Person 4 0.579 1.770 1.94 0.958
Person 5 0.552 1.338 1.30 0.661
CS6/TS2 CE CS MSRAvg PESQMin
Person 1 0.526 2.056 1.79 1.806
Person 2 0.534 2.175 2.04 1.474
Person 3 0.594 2.571 1.93 2.166
Person 4 0.625 1.517 1.95 1.324
Person 5 0.569 1.431 1.35 1.746
CS7/TS1 CE Cs MSRAvg PESQMin
Person 1 0.587 2.867 1.82 1.832
Person 2 0.665 2.994 2.07 0.913
Person 3 0.636 2.772 2.05 1.426
Person 4 0.612 1.716 1.78 1.857
Person 5 0.639 1.338 1.37 1.224
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Table 5.5: Subjective comparison results for the four matscheduling algorithms implemented
in our system.

[ TSI/ICS1| AL&A2 | A1&A3 | AL&A4 | A2&A3 | A2&A4 | A3&A4 |

Person 1 180 090 081 171 090 171
Person 2 090 090 171 090 180 090
Person 3 180 090 081 171 090 090
Person 4 180 081 171 081 171 081
Person 5 090 090 081 180 180 180
| TS2/CS1| AL&A2 | A1&A3 | AL&A4 | A2&A3 | A2&A4 | A3&A4 |
Person 1 180 090 180 270 090 171
Person 2 180 090 171 180 081 090
Person 3 180 090 081 171 090 090
Person 4 261 081 171 090 171 270
Person 5 081 090 081 180 081 180
\ TS3/C81\ Al & A2 \ Al & A3 \ Al & A4 \ A2 & A3 \ A2 & A4 \ A3 & A4 \
Person 1 630 720 720 162 162 171
Person 2 630 630 630 261 261 162
Person 3 171 171 450 261 540 450
Person 4 180 360 810 441 810 720
Person 5 450 540 810 441 720 630
\ TS4/CSl\ Al & A2 \ Al & A3 \ Al & A4 \ A2 & A3 \ A2 & A4 \ A3 & A4 \
Person 1 162 261 360 261 351 360
Person 2 261 261 351 252 351 261
Person 3 261 351 252 252 252 171
Person 4 162 090 261 270 252 270
Person 5 090 162 360 270 351 360
Continued on next page

Note: Al: Non-adaptive play-out scheduling; A2: histograased adaptive play-out schedul-
ing (non-cooperative); A3: histogram-based adaptive -platyscheduling (cooperative); A4:

distributed equalization. TS: Trace set shown in Table @8; conversation set shown in Ta-
ble 5.1. Results are presented in (number worse, number, sammber better). In our study,

there are nine people doing the subjective rating.
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Table 5.5: Continued.

TS5/CS1| AL1&A2 | A1&A3 | A1&A4 | A2&A3 | A2&A4 | A3&A4
Personl1| 063 333 243 171 090 162
Person2 | 261 333 171 090 270 090
Person3| 270 261 360 261 342 261
Person4 | 090 171 351 252 261 171
Person 5 261 270 270 162 261 180
TS5/CS2 | A1&A2 | A1&A3 | AL&A4 | A2&A3 | A2&A4 | A3&A4
Personl1| 063 090 180 270 261 081
Person2 | 162 081 180 450 261 162
Person 3 171 090 360 261 162 171
Person4 | 162 252 081 162 270 360
Person 5 261 180 063 072 180 171
TS6/CS1 | AL&A2 | AL1&A3 | A1&A4 | A2&A3 | A2&A4 | A3&A4
Person 1 261 270 630 090 450 540
Person2 | 180 180 171 171 162 162
Person3| 180 270 090 081 090 081
Person4 | 063 162 090 090 630 720
Person5| 261 090 180 180 090 081
TS6/CS2 | A1&A2 | A1&A3 | A1&A4 | A2&A3 | A2&A4 | A3&A4
Personl| 261 270 252 360 360 252
Person2 | 450 243 171 171 360 171
Person3 | 261 261 351 045 351 171
Person4 | 081 171 351 171 252 261
Person5| 180 072 162 270 180 252
TS7/ICS1 | A1&A2 | A1&A3 | A1&A4 | A2&A3 | A2&A4 | A3&A4
Personl| 540 621 711 351 234 342
Person2| 153 054 072 351 351 261
Person3 | 360 630 432 333 342 360
Person4 | 450 540 522 333 261 351
Person5| 540 720 720 522 432 351
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Table 5.6: Subjective comparison results for Skype’s dugmd the output from the distributed
equalization algorithm implemented in our system.

| Person | TS1/CS1| TS2/CS1 | TS3/CS1| TS4/CS1 |

Person 1 270 351 720 720
Person 2 270 261 630 720
Person 3 171 180 720 810
Person 4 081 261 720 630
Person 5 180 090 630 630

| Person | TS5/CS1| TS5/CS2 | TS6/CS1| TS6/CS2| TS7/CS1 |

Person 1 810 621 810 720 630
Person 2 720 720 810 720 630
Person 3 810 810 810 720 720
Person 4 630 810 720 810 810
Person 5 720 720 720 810 720

Abbreviations: TS: Trace set shown in Table 3.4. CS: Comiens order set in Table 5.1.
Results are presented in (number worse, number same, nioatver). In our study, there are
nine people doing the subjective rating.

Since we have conducted VoIP conferencing simulations gp&kising the same trace sets
and conversational order sets as in our own VoIP softwaresanmeexamine whether the learned
classifier can generalize the results to Skype. We condb{:aive comparisons on our
distributed equalization algorithm implemented in ourR/@lbftware with Skype’s output using the
same network and conversational conditions. Because o fieatures from Skype are never seen
by SVM, in order to enhance the prediction accuracy, corspariesults for Trace Set 3 and
Conversation Set 1 are also used as the training data. Ftestieg data used to predict the
objective results by SVM, we compare all the waveform owggrgm the four play-out scheduling

algorithms with Skype’s output, so as to validate the aaguod the learned SVM model.

5.5.2 Generalization results

Table 5.7 summarizes the partial order of the four algordfamd the multi-party Skype in
terms of conversational quality preference with 70% diatitsignificance under the seven
network conditions in Table 3.4. For the subjective congmars, Skype is not included, because

we compare Skype only with the distributed equalizatiomalgm. The classifier outputs include
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Table 5.7: The partial order of the four algorithms and thétinparty Skype.

Partial Order (Subjective) Partial Order (Objective)
TS &CS Algorithms1-4 Algorithms 1-4 & Skype
Al | A2 | A3 | A4 Al | A2 | A3 | A4 | Skype

=Y

TS1/CS1
TS2/CS1
TS3/CS1
TS4/CS1
TS5/CS1
TS5/CS2
TS6/CS1
TS6/CS2
TS7/CS1

NRPRPRRPRPRNRPR
NRPRPRRPRPRPNRBR
RPRRPRRPRPRPNR PR
RPRRPRRPRPRRPRRRPR
WRRPRPRPRRPRWERPR
NRPRRPRPRPRWRR
RPRRPRRPRPRPNRPR
PRRPRPRPRRPRRRPR
WNNNNRFE WR

Note: algorithms and Skype are ordered in terms of conversst quality preference with

70% statistical significance under seven network conditionTable 3.4: Al: Non-adaptive
play-out scheduling; A2: histogram-based adaptive platyscheduling (non-cooperative); A3:
histogram-based adaptive play-out scheduling (coopejathA4: distributed equalization. TS:
Trace set in Table 3.4; CS: conversation order set in Taldle Bhe partial order can be 1, 2,
or 3, where 1 is the system with the highest preference, asdi&ione with the least prefer-
ence. Shaded TS/CS conditions represent the training &% M, while the others represent
the testing data.

Skype because we compare all four algorithms with Skypegusiea SVM learned classifier.

The SVM results for the comparison partial order are remieskas 1, 2 or 3in Table 5.7. A
system with lower order has a better conversational preterever one with higher order. Two
systems having the same order means that the listeningigs@ie approximately the same. A
system is better than another system if at least three outeop&ople in the VolP conferencing
have this preference.

Table 5.7 shows that the SVM output matches well with theestihvie tests. For trace sets with
low delay disparities, losses, and jitters (Trace Sets an@,4), all five alternatives are statistically
equal. For Trace Sets 5 and 6 and for both conversation cetiertbe four algorithms are mutually
equal, and each is preferred over Skype.

Figures 5.4 and 5.5 illustrate the partial order for Traces Seand 7. An arrow indicates a
dominating opinion with 70% statistical significance; aliwithout arrows indicates that a

statistically significant relation could not be establhe
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Figure 5.4: Partial orders found for Trace Set 3. An arrovicatis a dominating opinion with 70%
statistical significance; a line without arrows indicatieatta statistically significant relation could
not be established.

Figure 5.5: Partial orders found for Trace Set 7. An arrovidiats a dominating opinion with 70%
statistical significance; a line without arrows indicatieatta statistically significant relation could
not be established.

94



5.5.3 Generalization performance

The prediction accuracy of the SVM model is related to theegalization performance. If the
SVM can predict which algorithm can achieve a better comtansal quality online at unseen
network or conversational conditions, the VolP softwane aatomatically choose this best
algorithm.

For the training data indicated in shaded network/contiersal conditions in Table 5.7, our
learned SVM model can achieve a prediction accuracy of nizne 85%. However, because of the
limited number of samples in class 2 (inconclusive) as caap#o other classes, 60% of the
prediction results in this class will mistakenly be classifinto class 0 (same). But this
misclassification will cause a major problem, because itwat change the partial order of the
four play-out scheduling algorithms implemented in our tinparty VolP software along with the
Skype system.

The unseen data can be divided into two categories: (1) ttpribdata for the four play-out
schedulings shown in unshaded network/conversationalitons in Table 5.7; (2) comparisons
of Skype’s output data with output generated from our disteéd equalization algorithm for all the
nine TS/CS combinations listed in Table 5.7 (except TS3/@&H as the training data). For the
data in the first category, the SVM model can achieve a ptiedieiccuracy of more than 75%.
The major part of false classifications is that our learnedISivodel may classify the original
classl (better) or—1 (worse) into clas$® (same). This is understandable, because the number of
samples belonging to class 0 is about twice the number of legrbelonging to classor —1. If
the number of samples in each class becomes more evenlgdijvite prediction accuracy can
increase. But right now, the 25% false classification will pose a critical issue in the partial
order of different algorithms, as long as the SVM model dassgive a totally reverse
classification (i.e., data in clagsare classified into class1, or data in class-1 are classified into
classl). For the testing data generated from Skype and our distgbequalization algorithm in
the second category, because the listening conversatioadity is noticeable, and because we
have used Skype’s output of TS3/CS1 in Table 5.7 as the tiaiéata, the prediction accuracy is

more than 80%.
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5.5.4 Practical issues and considerations in SVM learning

The top consideration in SVM learning is the the ability of tearning classifier to predict
each class correctly. To enhance the correctness, the naidgmples in each class should be as
evenly divided as possible. The number of samples belorgictass 0 (same) is the largest in our
study. We swap the comparison pair at some samples, so éhatilffective comparison results
(better) or—1 (worse) can be changed to the inverse number, and the nurhdemples belonging
to classl and—1 are approximately equal.

Another consideration is the low prediction accuracy oésla (inconclusive). The rate can be
improved by increasing the weight of class 2 in SVM. Howegsrwas discussed in the last
subsection, it is not a critical issue in our current studyaoese it will not change the partial order
of the four play-out scheduling algorithms, and becausereerestly interested in finding a

play-out scheduling algorithm that can lead to the bestestive results.

5.6 Summary

In this chapter, we have presented objective and subjentingarative results on four
play-out scheduling algorithms implemented in our VolPtegsand Skype. Our study shows that
our overlay approach can adapt to different network comastiand can find a topology with the
minimum MEZ2ED. Our distributed equalization algorithm gararantee the effect of dynamic
play-out scheduling to smooth jitters as well as reduce GSGMSR up to 25%, while slightly
increasing CE when there is a large diversity of MEDs. Thgewtive results also demonstrate the
benefit of distributed equalization in terms of conversaiajuality.

We have trained an SVM classifier using part of our sampleshand validated the classifier
using the rest. Although some practical issues still nedzbtoonsidered, our results show that
SVM in general can well predict the subjective comparis@ulteand the partial order of the four
algorithms and Skype based on the extracted objective me=sadtdence, an SVM classifier can be
used at run time to predict which play-out scheduling atbanican lead to the best subjective

perceptual conversational quality.
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CHAPTER 6

CONCLUSIONS

This thesis focuses on the problem of improving the sulyjeaonversational quality of
multi-party VoIP conferencing over the Internet. The desgaffected by two factors: MS
variations, caused by the diversity of network latency, BB&Q, degraded by jitters and losses.
Because there are many trade-offs among different obgeatistrics, it is difficult to formulate a
mapping to subjective perceptual results from objectivaupeters. Since it is costly to do
subjective comparison tests, the thesis also proposes &vidhapproach to train a model that
can predict the subjective results using objective featarel generalize the results to unseen data.

Chapter 1 illustrates the problems our study has addre€d®pter 2 presents a thorough
survey of related work that has been performed so far. Ch&8ptean analysis of network traffic
behavior collected from Planetlab. Chapter 4 propose<tbgeand subjective metrics that may
affect conversational quality, detailed design of mudiity VoIP conferencing system, practical
issues, and SVM generalization approaches. Chapter Spsetbe experiment setup and results.

We show in our study and experimental results that our sysemmprove conversational
quality by reducing MS variations and improving LOSQ. Weoabow that the SVM model can
generalize the results and effectively predict the subjectomparison results on-line based on the
extracted objective metrics. Based on the SVM model, theesysan dynamically adjust its
control algorithms based on the objective parameter delieat run time in order to achieve the

best subjective quality.
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